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Chapter 1 Introducing Psychology

Learning Objective

1. Define psychology.

Psychology is the scientific study of mind (mental processes) and behavior. The word
“psychology” comes from the Greek words “psyche,” meaning life, and “logos,” meaning

explanation.

Because we are frequently exposed to the work of
psychologists in our everyday lives, we all have
an idea about what psychology is and what
psychologists do. In many ways your conceptions
are correct. Psychologists do work in forensic
fields, and they do provide counseling and
therapy for people in distress. But there are
hundreds of thousands of psychologists in the
world, and many of them do other types of work

Many psychologists work in research laboratories,
hospitals, and other field settings where they
study the behavior of humans and animals.
Psychologists also work in schools and
businesses, and they use a variety of methods,
including observation, questionnaires, interviews,
and laboratory studies, to help them understand
behavior.

This chapter provides an introduction to the broad
field of psychology and the many approaches that
psychologists take to understanding human
behavior. We will consider how psychologists
conduct scientific research. We will look at some
of the most important approaches used and topics
studied by psychologists. We will consider the
variety of fields in which psychologists work and
the careers that are available to people with
psychology degrees. You may find that at least

Figure 1.1
Psychology is in part the study of behavior. Why
do you think these people are behaving the way
they are?

Sources: “The Robot: It'snota dance, it's a lifestyle!” photo courtesy of Alla,
http://www.flickr.com/photos/alla2/2481846545/. Other photos © Thinkstock.

some of your preconceptions about psychology will be challenged and changed, and you will
learn that psychology is a field that will provide you with new ways of thinking about your own

thoughts, feelings, and actions.


http://www.flickr.com/photos/alla2/2481846545/

Psychology as a Science

Learning Objective

1. Describe the differences among opinions, values and facts, and explain how the
scientific method is used to provide evidence for facts.

Despite the differences in their interests, areas of study, and approaches, all psychologists have

one thing in common: They rely on the scientific method. Research psychologists use scientific
methods to create new knowledge about the causes of behavior. Practitioners, such as clinical,

counseling, industrial-organizational, and school psychologists, primarily use existing research
to help solve problems.

In a sense all humans are scientists. We all have an interest in asking and answering questions
about our world. We want to know why things happen, when and if they are likely to happen
again, and how to reproduce or change them. Such knowledge enables us to predict our own
behavior and that of others. We may even collect data, or any information collected through
formal observation or measurement, to aid us in this undertaking. It has been argued that people
are “everyday scientists” who conduct research projects to answer questions about behavior
(Nisbett & Ross, 1980). When we perform poorly on an important test, we try to understand
what caused our failure to remember or understand the material and what might help us do better
the next time. When our good friends Monisha and Charlie break up, we try to determine what
happened. When we think about the rise of terrorism around the world, we try to investigate the
causes of this problem by looking at the terrorists themselves, the situation, and others’
responses.

The Problem of Intuition

The results of these “everyday” research projects can teach us many principles of human
behavior. We learn through experience that if we give someone bad news, he or she may blame
us even though the news was not our fault. We learn that people may become depressed after
they fail at an important task. We see that aggressive behavior occurs frequently in our society,
and we develop theories to explain why this is so. These insights are part of everyday social life.
In fact, much research in psychology involves the scientific study of everyday behavior (Heider,
1958; Kelley, 1967).

Unfortunately, the way people collect and interpret data in their everyday lives is not always
scientific. Often, when one explanation for an event seems “right,” we adopt that explanation as
the truth. However, this reasoning is more intuitive than scientific. Intuition is thinking that is
more experiential, emotional, automatic, and unconscious, and does not lead to careful analysis
of all the variables in a situation (Kahneman, 2011). Other explanations might be possible and
and even more accurate. For example, eyewitnesses to violent crimes are often extremely
confident in their identifications of criminals. But research finds that eyewitnesses are just as
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confident when they are wrong as when they are right (Cutler & Wells, 2009; Wells & Hasel,
2008). People may also believe in extrasensory perception (ESP), or the predictions of astrology,
when there is no evidence for either (Gilovich, 1993). Furthermore, psychologists have also
found that there are a variety of biases that can influence our perceptions. These biases lead us
to draw faulty conclusions (Fiske & Taylor, 2007; Hsee & Hastie, 2006). In addition, most
individuals listen to people they know and trust to give them accurate information rather than
doing research to determine what scientific studies show. In summary, accepting explanations
for events without testing them thoroughly may lead us to think that we know the causes of
things when we really do not.

Hindsight Bias

Once we learn about the outcome of a given event, such as when we read about the results of a
research project, we frequently believe that we would have been able to predict the outcome
ahead of time. For instance, if half of a class of students is told that research concerning
attraction between people has demonstrated that “opposites attract” and the other half is told that
research has demonstrated that “birds of a feather flock together,” most of the students will
report believing that the outcome that they just read about is true, and that they would have
predicted the outcome before they had read about it. Of course, both of these contradictory
outcomes cannot be true. In fact, psychological research finds that “birds of a feather flock
together” is generally the case. The problem is that just reading a description of research findings
leads us to think of the many cases we know that support the findings, and thus makes them
seem believable. The tendency to think that we could have predicted something that has already
occurred that we probably would not have been able to predict is called the hindsight bias.

Why Psychologists Rely on Empirical Methods

All scientists, whether they are physicists, chemists, biologists, or psychologists, use empirical
research to study the topics that interest them. We can label the scientific method as the set of
assumptions, rules, and procedures that scientists use to conduct empirical research. Empirical
research methods include collecting, analyzing, and interpreting data, reaching conclusions, and
sharing information.

o
E

27\
Figure 1.2 |
Psychologists use a variety of techniques to measure and understand human behavior.

Sources: Poster photo courtesy of Wesleyan University, http://newsletter.blogs.wesleyan.edu/files/2009/04/psychposter11.jpg. Language lab photo courtesy of Evansville University,
http://psychology.evansville.edu/langlab.jpg. Other photo © Thinkstock.
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Although scientific research is an important method of studying human behavior, not all
questions can be answered using scientific approaches. Statements that cannot be objectively
measured or objectively determined to be true or false are not within the domain of scientific
inquiry. Scientists generally do not attempt to prove values, beliefs, or opinions to be true or
false. Values are personal statements such as “Abortion should not be permitted in this
country.” Religious beliefs include statements such as “I will go to heaven when I die.”
Opinions are individual ideas such as “It is important to study psychology.” Facts are objective
statements determined to be accurate through empirical study. The following are two examples
of facts. “There were more than 21,000 homicides in the United States in 2009.” “Research
demonstrates that individuals who are exposed to highly stressful situations over long periods of
time develop more health problems than those who are not.”

Because values cannot be either true or false, science cannot prove or disprove them.
Nevertheless, as shown in Table 1.1, research can sometimes provide facts that can help people
develop their values. For instance, scientists may be able to objectively measure the effect of
capital punishment on the crime rate in the United States. This factual information can and
should be made available to help people formulate their values about capital punishment. People
also use values to decide which research is appropriate or important to conduct. For instance, the
U.S. government has recently provided funding for research on HIV, AIDS, and terrorism, while
denying funding for some research using human stem cells.

Table 1.1 Examples of Values and Facts in Scientific Research

Personal value Scientific fact

The United States government should provide |The U.S. government paid $32 billion in benefits in 2016.
financial assistance to its citizens.

There were 33,599 deaths caused by handguns in the United States in

Handguns should be outlawed. 2014,

More than 35% of college students indicate that blue is their favorite

Blue is my favorite color.
color.

It is important to quit smoking. Smoking increases the incidence of cancer and heart disease.

Scientific procedures do not necessarily guarantee that the answers to questions will be unbiased.
However, since information from scientific research is shared, knowledge is continually
challenged. New research follows, and scientific facts can be modified when new evidence is
found. Particularly in fields involving human behavior, scientists may find it necessary to update
their research on a regular basis. Norms for behavior 50 years ago may no longer be “facts”
today. Cell phones and the internet are now part of everyday communications. Psychologists
must update their research on relationships to include online dating, multitasking, and cyber
bullying.
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The Challenges of Studying Psychology

Psychological experiences are extremely complex. The questions psychologists pose are as
difficult as those posed by other scientists, if not more so (Wilson, 1998). A major goal of
psychology is to predict behavior by understanding its causes. Making predictions is difficult
because people vary and respond differently in different situations. Individual differences are
the variations among people on physical or psychological dimensions. For example, most
people experience negative events at some time in their lives. Some individuals handle the
challenges, while other people develop symptoms of a major depression. Other important
individual differences, that we will discuss in the chapters to come, include differences in
intelligence, self-esteem, anxiety, and aggression.

Because of individual differences, we cannot always predict who will become aggressive or who
will perform best on the job. The predictions made by psychologists (and most other scientists)
are only probabilities. We can say, for instance, that people who score higher on an intelligence
test will, on average, do better at school. However, we cannot make very accurate predictions
about exactly how any one person will perform.

There is an additional reason that predictions are difficult. Human behavior is influenced by
more than one variable at a time, and these factors occur at different levels of explanation. For
instance, depression is caused by genetic factors, personal factors, and cultural factors. You
should always be skeptical about people who attempt to explain important human behaviors,
such as violence or depression, in terms of a single cause.

Furthermore, these multiple causes are not independent of one another and when one cause is
present, other causes tend to be present as well. This overlap makes it difficult to pinpoint which
cause or causes are operating. For instance, some people may be depressed because of biological
imbalances in neurotransmitters in their brain. The resulting depression may lead them to act
more negatively toward other people around them. This then leads those other people to respond
more negatively to them, which then increases their depression. As a result, the biological
determinants of depression become intertwined with the social responses of other people,
making it difficult to disentangle the effects of each cause.

Key Takeaways

e Psychology is the scientific study of mind and behavior.

e Though it is easy to think that everyday situations have commonsense answers, scientific
studies have found that people are not always as good at predicting outcomes as they
think they are.

e The hindsight bias leads us to think that we could have predicted events that we could not
have predicted.

e People are frequently unaware of the causes of their own behaviors.

e Psychologists use the scientific method to collect, analyze, and interpret evidence.
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e Employing the scientific method allows the scientist to collect empirical data objectively,
which adds to the accumulation of scientific knowledge.

e Psychological phenomena are complex, and making predictions about them is difficult
because of individual differences and because they are determined by multiple factors.

Exercises and Critical Thinking

1. Can you think of a time when you used your intuition to analyze an outcome, only to be
surprised to find that your explanation was completely incorrect? Did this surprise help
you understand how intuition may sometimes lead us astray?

2. Describe the scientific method in a way that someone who knows nothing about science
could understand it.

Videos

If you would like to watch videos about the topics in this book, you can watch 26 free online, 30
minute programs at http://www.learner.org/resources/series138.html Most, but not all topics
from the text will be illustrated and discussed. In addition, supplemental introductory level
information on psychology is presented by Philip Zimbardo, past president of the American
Psychological Association, researcher, lecturer, and text author.

The Evolution of Psychology: Central Questions, History, and Contemporary
Perspectives

Learning Objectives

Identify the central questions in psychology.

Describe the historical roots of psychology.

Explain the major theoretical perspectives in the field.
Identify important women in the history of psychology.
Describe the subfields of psychology and related professions.

e BN

In this section, we will review the history of psychology with a focus on the important questions
that psychologists ask and the major perspectives, or approaches, of psychological inquiry. The
Psychological perspectives that we will review are summarized in Table 1.2.

The perspectives that psychologists have used to assess the issues that interest them have changed
dramatically over the history of psychology. Perhaps most importantly, the field has moved
steadily toward a more scientific approach as the technology available to study human behavior
has improved (Benjamin & Baker, 2004).
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Table 1.2 The Most Important Perspectives of Psychology

Psychological
Perspectives

Description

Important contributors

Structuralism

Uses the method of introspection to identify the basic
elements or “structures” of psychological experience

Wilhelm Wundt,
Edward B. Titchener

Functionalism

Attempts to understand why animals and humans have
developed the particular psychological aspects that they
currently possess

William James

Psychodynamic

Focuses on the role of our unconscious thoughts,
feelings, and memories, and our early childhood
experiences in determining behavior

Sigmund Freud, Carl
Jung, Alfred Adler, Erik
Erickson, Karen Horney

Behaviorism

Based on the premise that it is not possible to objectively
study the mind, and therefore that psychologists should
limit their attention to the study of behavior itself

John B. Watson, B. F.
Skinner

Focuses on the role of biology (genetics,

Biological neurotransmitters, hormones, and the brain) on human Michael Gazzaniga

behavior and mental processes

Empbhasis is placed on the individual’s potential for Carl Rogers, Abraham
Humanistic personal growth Maslow

The study of mental processes, including perception, Hermann Ebbinghaus
Cognitive thinking, memory, and judgments Sir Frederic Bartlett,

Jean Piaget

Social-cultural

The study of how the social situations and the cultures in
which people find themselves influence thinking and
behavior

Fritz Heider, Leon
Festinger, Stanley
Schachter

Evolutionary

Focuses on adaptation and survival as the basis of
behavior and mental processes

Charles Darwin, David
Buss, Richard Dawkins,
Steven Pinker
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Psychology’s Central Questions

Psychology has changed dramatically over its history, but the most important questions that
psychologists address have remained constant. Some of these questions follow, and we will
discuss them both in this chapter and in the chapters to come:

e Nature versus nurture: Are genes or environment most influential in determining the
behavior of individuals and in accounting for differences among people? Most scientists
now agree that both genes and environment play crucial roles in most human behaviors.
Yet we still have much to learn about how nature, our biological makeup, and nurture,
the environment and experiences that we have during our lives, work together (Harris,
1998; Pinker, 2002). The proportion of differences that is due to genetics is known as the
heritability of the characteristic. We will see, for example, that the heritability of
intelligence is very high (about .85 out of 1.0), but we will also see that nature and nurture
interact in complex ways. Given this complex interaction, psychologists now consider
the question of how they interact to produce behavior as more relevant than whether
nature or nurture is more important.

e Free will versus determinism: This question concerns the extent to which people have
control over their own actions. Are we the products of our environment, guided by forces
out of our control, or are we able to choose the behaviors we engage in? Most of us like
to believe that we are able to do what we want. Our legal system is based on the concept
of free will. We punish criminals because we believe that they have choice over their
behaviors and freely choose to disobey the law. But as we will discuss later in the
research focus in this section, recent research has suggested that we may have less control
over our own behavior than we think we do (Wegner, 2002).

e Conscious versus unconscious processing: To what extent are we conscious of our own
actions and the causes of them? Many of the major theories of psychology, ranging from
the Freudian psychodynamic theories to cognitive psychology, argue that much of our
behavior is determined by variables of which we are not aware.

e Differences versus similarities: To what extent are we all similar, and to what extent are
we different? For instance, are there basic psychological and personality differences
between men and women, or are men and women by-and-large similar? What about
people from different ethnicities and cultures? Are people around the world generally the
same, or are they influenced by their backgrounds and environments in different ways?
Personality, social, and cross-cultural psychologists attempt to answer these classic
questions.

e Accuracy versus inaccuracy: To what extent are humans good information processors?
It appears that people are “good enough” to make sense of the world around them and to
make decent decisions (Fiske, 2003). But human judgment is sometimes compromised by
inaccuracies in our thinking styles and by our motivations and emotions. For instance, our
judgment may be affected by emotional responses to events in our environment.

14



Figure 13

President Barack Obama and Vice President Joe Biden (left photo) meet with BP executives to
discuss the disastrous oil spill in the Gulf of Mexico (right photo). Psychologists study the causes
of poor judgments such as those made by these executives.

Sources: Source

Early Philosophy as the Foundation for Psychology

The earliest psychologists that we know about are the Greek philosophers Plato (428-347 BC)
and Avistotle (384-322 BC) (see Figure 1.4). These philosophers asked many of the same
questions that today’s psychologists ask. They questioned the distinction between nature and
nurture and the existence of free will. Plato argued on the nature side, believing that certain
kinds of knowledge are innate or inborn,
whereas Aristotle was more on the nurture side,
believing that each child is born as an “empty
slate” in Latin a tabula rasa, and that knowledge
is primarily acquired through learning and
experience.

European philosophers continued to ask these

fundamental questions during the Renaissance Figure 1.4

Period. For instance, the French philosopher Plato (left) believed that much knowledge was
René Descartes (1596-1650) also argued in innate, whereas Aristotle (right) thought that each
favor of free will. He believed that the mind child was born as an “empty slate” and that

. . knowledge was primarily acquired through learning
controls the body through the pineal gland inthe | _ experience.

brain, an idea that made some sense at the time | sources: Source

but was later proved incorrect. Descartes also

believed in the existence of inborn natural abilities. A scientist as well as a philosopher,
Descartes dissected animals and was among the first to understand that the nerves controlled the
muscles. He also addressed the relationship between mind, the mental aspects of life, and body,
the physical aspects of life. Descartes believed in the principle of dualism; that is, the mind is
fundamentally different from the mechanical body. Other European philosophers, including
Thomas Hobbes (1588-1679), John Locke (1632-1704), and Jean-Jacques Rousseau (1712—
1778), also weighed in on these issues.

The fundamental problem that these philosophers faced was that they had few methods for
settling their claims. Most philosophers did not conduct any research on these questions, in part
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because they did not yet know how to do it, and in part because they were not sure it was even
possible to objectively study human experience. But dramatic changes came during the 1800s
with the help of the first two research psychologists: The German psychologist Wilhelm Wundt
(1832-1920), who developed a psychology laboratory in Leipzig, Germany in 1879, and the
American psychologist, William James (1842-1910), who founded a psychology laboratory at
Harvard University.

Early Psychology: Stucturalism and Functionalism

Structuralism: Wilhelm Wundt is considered to
have created the first psychology lab in Leipzig,
Germany in1879. Wundt’s research focused on
the nature of consciousness itself. Wundt and his
students believed that it was possible to analyze
the basic elements of the mind and to classify
our conscious experiences scientifically. Wundt
began the field known as structuralism, a
school of psychology whose goal was to identify
the basic elements or “structures” of
psychological experience. Its goal was to create a | Figure 1.5

periodic table of the elements of sensations, Wilhelm Wundt (seated at left) and Edward
similar to the periodic table of elements that had Titchener (right) helped create the structuralist
recently been created in chemistry. school of psychology. Their goal was to

classify the elements of sensation through

Structuralists used the method of introspection to | Introspection.

attempt to create a map of the elements of —

consciousness. Introspection involves asking research participants to describe exactly what
they experience as they work on mental tasks, such as viewing colors, reading a page in a book,
or performing a math problem. A participant who is reading a book might report, for instance,
that he saw some black and colored straight and curved marks on a white background. In other
studies, the structuralists used newly invented reaction time instruments to systematically assess
not only what the participants were thinking but how long it took them to do so. Wundt
discovered that it took people longer to report what sound they had just heard than to simply
respond that they had heard the sound. These studies marked the first time researchers realized
that there is a difference between the sensation of a stimulus and the perception of that stimulus,
and the idea of using reaction times to study mental events has now become a mainstay of
cognitive psychology.

Perhaps the best known of the structuralists was Edward Bradford Titchener (1867-1927).
Titchener was a student of Wundt who came to the United States in the late 1800s and founded a
laboratory at Cornell University. In his research using introspection, Titchener and his students
claimed to have identified more than 40,000 sensations, including those relating to vision,
hearing, and taste.

The structuralist approach marked the beginning of psychology as a science, because it
demonstrated that mental events could be quantified, but the structuralists also discovered the
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limitations of introspection. Even highly trained research participants were often unable to report
on their subjective experiences. When the participants were asked to do simple math problems,
they could easily do them, but they could not easily answer how they did them. Thus, the
structuralists were the first to realize the importance of unconscious processes, that many
important aspects of human psychology occur outside our conscious awareness, and that
psychologists cannot expect research participants to be able to accurately report on all their
experiences. Consequently, the structuralist approach is no longer used.

Functionalism: William James was a member
of the school of functionalism. The goal of
functionalism was to understand why animals
and humans have developed the mental processes
that they currently possess (Hunt, 1993). For
James, one’s thinking was relevant only to one’s
behavior. As he put it in his psychology
textbook, “My thinking is first and last and
always for the sake of my doing” (James, 1890).

|
James and the other members of the functionalist Figure 1.6

school were influenced by Charles Darwin’s The functionalist school of psychology,
(1809-1882) theory of natural selection, which founded by the American psychologist
proposed that the physical characteristics of William James (left), was influenced by

the work of Charles Darwin (right).

Source: Source

animals and humans evolved because they were
useful, or functional. The functionalists believed
that Darwin’s theory applied to psychological characteristics too. Just as some animals have
developed strong muscles to allow them to run fast, the functionalists thought the human brain
must have adapted to serve a particular function in human survival. Although functionalism no
longer exists as a school of psychology, its basic principles have been absorbed into psychology
and continue to influence it in many ways.

Contemporary Perspectives

Psychodynamic Perspective: Perhaps the psychological perspective that is most familiar to the
public is the psychodynamic approach, which was initiated by Sigmund Freud (1856-1939) and
modernized by his followers. The Psychodynamic Perspective is an approach to understanding
human behavior that focuses on early childhood experiences and the role of unconscious
thoughts, feelings, and memories. Freud believed that many of the problems that his patients
experienced, including anxiety, depression, and sexual dysfunction, were the result of the effects
of painful childhood experiences that the person could no longer remember. The terms
psychoanalytic and psychodynamic have both been used to describe Freud’s theory, however,
psychoanalytic refers specifically to Freud’s original theory. Psychodynamic refers to all the
theories derived from Freud’s work, and this approach continues to evolve today (Hansell,
Ehrlich, Katz, Lerner, & Minter, 2008). Today’s psychodynamic theory differs significantly
from Freud’s original idea, and consequently, we will use the term psychodynamic throughout
the book. Theorists who contributed to the psychodynamic approach include: Carl Jung (1875—
1961), Alfred Adler (1870-1937), Karen Horney (1855-1952), and Erik Erikson (1902-1994).
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_ Because the founders of the
Figure 1.7 psychodynamic perspective were
Sigmund Freud and the primarily practitioners who worked
other psychodynamic with individuals to help them with their
psychologists believed that psychological symptoms, they did not
. many of our thoughts and conduct much research on their ideas.
emotions are unconscious. Later, more sophisticated tests of their
Psychotherapy was theories have not supported many of
designed to help patients their ideas. For example, cognitive
recover and confront their ' . '
“lost” memories. psycholog_y expla|n§ how many of the
Sources Photo. courtesy of i Hilbersct processes involved in memory are
“behind the scenes in the cognitive
unconscious” (Reisberg, 2016, p. 564).
Even when our thinking is conscious, we are influenced by unconscious processing and guides
that affect our thoughts. Personality is better explained by one’s executive control, which
corresponds to the individual’s ability to balance urges and motivations and choose the
appropriate course of action, and not a balance among one’s id, ego, and superego as Freud
indicated. Additionally, the psychosexual stages of development, the idea of sex and death
driving behavior, and the significance of dreams have not been supported (Vazire, 2014).

The current psychodynamic perspective focuses on the importance of human development from
birth on, and early child development is seen as critical for later adult functioning (Hansell et al.,
2008). Parents and other “loved figures” are considered crucial role models for children, and
children will develop mental models of how relationships work based on their personal
experiences with family members. The psychodynamic theories of object relations and
attachment focus on the child-caregiver relationship and assume that basic human motivation is
for interpersonal connection. This idea that early childhood experiences are critical and the
concept of therapy as a way of improving human lives, are both derived from current
psychodynamic perspective and remain important to psychology (Moore & Fine, 1995).

Behavioral Perspective: Although they differed in approach,
both structuralism and functionalism were essentially studies of
the mind. The psychologists associated with behaviorism, on the
other hand, were reacting in part to the difficulties psychologists
encountered when they tried to use introspection to understand
behavior. Behaviorism is based on the premise that it is not
possible to objectively study the mind, and therefore
psychologists should limit their attention to the study of
behavior itself. Behaviorists believe that the human mind is a
black box into which stimuli are sent and from which responses
are received. They argue that there is no point in trying to
determine what happens in the box because we can successfully
predict behavior without knowing what happens inside the
mind. Furthermore, behaviorists believe that it is possible to
develop laws of learning that can explain all behaviors.

Fi

gure 1.8

John Broadus Watson

http://en.wikipedia.org/wiki/John_B._Watson#mediavi
ewer/File:John_Broadus_Watson.JPGjpg
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The first behaviorist was the American psychologist John B. Watson (1878-1958). Watson was
influenced in large part by the work of the Russian physiologist Ivan Pavlov (1849-1936), who
had discovered that dogs would salivate at the sound of a tone that had previously been
associated with the presentation of food. Watson and the other behaviorists began to use these
ideas to explain how events that people and other organisms experienced in their environment,
called stimuli, could produce specific behaviors called responses. For instance, in Pavlov’s
research the stimulus, either the food or tone, would produce the response of salivation in the
dogs.

In his research, Watson found that systematically exposing a child to fearful stimuli in the
presence of objects that did not themselves elicit fear could lead the child to respond with a
fearful behavior to the presence of the stimulus (Watson & Rayner, 1920; Beck, Levinson, &
Irons, 2009). In the best known of his studies, an 8-month-old boy named Little Albert was used
as the subject. Here is a summary of the findings:

The boy was placed in the middle of a room; a white laboratory rat was placed near him
and he was allowed to play with it. The child showed no fear of the rat. In later trials, the
researchers made a loud sound behind A/bert’s back by striking a steel bar with a
hammer whenever the baby touched the rat. The child cried when he heard the noise.
After several such pairings of the two stimuli, the child was again shown the rat. Now,
however, he cried and tried to move away from the rat.

In line with the behaviorist perspective, the boy had learned to associate the white rat with the
loud noise, resulting in crying.

The most famous behaviorist was Burrhus Frederick (B. F.)
Skinner (1904-1990), who expanded the principles of
behaviorism and also brought them to the attention of the public
at large. Skinner used the ideas of stimulus and response, along
with the application of rewards or reinforcements, to train
pigeons and other animals. Additionally, he used the general
principles of behaviorism to develop theories about how best to
teach children and how to create societies that were peaceful and
productive (Skinner, 1957, 1968, 1972).

The behaviorists made substantial contributions to psychology by
identifying the principles of learning. Although the behaviorists
were incorrect in their beliefs that it was not possible to measure
thoughts and feelings, their ideas provided new ideas that helped school of psychology. He
further our understanding regarding the nature-nurture debate, 8 | argued that free will is an

Figure 1.9
B. F. Skinner was a
member of the behaviorist

well as the question of free will. The ideas of behaviorism are illusion and that all
fundamental to psychology and have been developed to help us behavior is determined by
better understand the role of prior experiences in a variety of environmental factors.
areas of psychology. Souirce.
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Humanistic Perspective: Another perspective which focuses on thinking and emotions is
humanism. Humanism embraces the concepts of self, self-esteem, self-actualization, and free
will. The humanistic perspective, popularized in the 1950s, was referred to as the “Third Force”
in psychology (Moore, 1989). This perspective was seen as an alternative to the deterministic and
pessimistic approach of the psychoanalytic perspective. The humanistic perspective believes that
individuals possess personal choice and can rise above the unconscious desires suggested by
Freud and his followers. Additionally, the humanistic perspective counters the blank slate belief
and constraints imposed by the environment, as suggested by the behaviorist perspective.

Figure 1.10 Unlike the psychoanalytic and behavioral
Abraham Maslow  Carl Rogers perspectives, humanistic psychologists are more
likely to talk about the self-concept. Humanists,
such as Carl Rogers (1902-1987) and Abraham
Maslow (1908-1970), believed that each
individual strives to reach their full potential.
Rogers and Maslow stressed self-actualization,
which is “the inherent tendency of an organism
to develop all of its capacities in ways which
serve to maintain or enhance the organism, ”
(Rogers, 1959, p. 196). They also viewed
individuals as basically trustworthy, possessing

i/loalfsrlf)fnslzhttps://www.flickr.com/photos/46950057 dlgnlty and WOI’th, and dESII’Ing tO be |n harmony
N00/2281515623/in/photoli -
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@NO07/4374695574/in/photolist

Rogers developed person-centered, also known as client-centered, therapy which believes that
clients should guide the direction of therapy as they are capable of choosing a healthy direction
for their lives. The therapist should provide an empathic and nonjudgmental alliance and provide
unconditional positive regard towards the client. Person-centered therapy will be discussed
further in the chapter on treating psychological disorders. Maslow conceptualized personality in
terms of a “Hierarchy of Needs”. Shaped as a pyramid, the base consists of the lower level
motivations, including those for hunger and thirst, while the higher level needs of self-esteem and
eventually self-actualization occur at the top. Maslow’s hierarchy of needs is further described in
the chapter on personality.

The tenants of humanism are alive and well today in positive psychology, which emphasizes
promoting mental health rather than just treating mental illness. Psychologists from this approach
strive to understand the variables that promote resilience, self-acceptance, and personal growth.
They also examine how social institutions and systems can foster such growth.

Biological Perspective: The biological perspective focuses on the interaction between biology
and emotions, thoughts, and behaviors. According to Carlson (2013), scientists who study the
importance of the biological perspective combine the understanding of physiology with the
experimental methods of psychology. Such scientists, often called neuroscientists, believe that
all thoughts, emotions, and behaviors have a physical basis. Neuroscientists study a variety of
human processes including perceptions, eating, reproduction, sleeping, learning, memory, and
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language. Additionally, neuroscientists focus on societal issues of addiction, neurological, and
psychological disorders.

Some researchers from the biological perspective might examine the role of genes in influencing
our personality, intelligence, or tendency to develop psychological disorders. For example,
genes may be the source of anatomical, chemical or physiological defects, but may also cause a
susceptibility to develop a variety of behavioral problems (Kolb & Whishaw, 2011). Some
neuroscientists may focus on the functions of the nervous system, including the effects of
neurotransmitters, brain trauma and disease on individual behavior. Others may compare
different species to better understand human behavior. For example, sleep has very old
evolutionary roots. Even simple animals such as fruit flies (Huber et al., 2005) and cockroaches
(Tobler & Neuner-Jehle, 1992) display sleep-like behavior. Huber and colleagues also found that
fruit flies display learning and memory deficits when deprived of sleep. Examining how other
animals react to stimuli may provide insight into the human experience. However, using animals
for research is a controversial topic and will be discussed further in the next chapter.

Cognitive Perspective and Cognitive Neuroscience: Science is always influenced by the
technology that surrounds it, and psychology is no exception. Thus, it is no surprise that
beginning in the 1960s, growing numbers of psychologists began to think about the brain and
about human behavior in terms of the computer, which was being developed and becoming
publicly available at that time. The analogy between the brain and the computer, although by no
means perfect, provided part of the impetus for a new school of psychology called cognitive
psychology. The Cognitive perspective studies mental processes, including perception, thinking,
memory, and judgment. These actions correspond well to the processes that computers perform.

Although cognitive psychology began in earnest in
the 1960s, earlier psychologists had also taken a
cognitive orientation. Some of the important
contributors to cognitive psychology include the
German psychologist Hermann Ebbinghaus (1850—
1909), who studied the ability of people to
remember lists of words under different conditions,
and the English psychologist Sir Frederic Bartlett
(1886-1969), who studied the cognitive and social
processes of remembering. Bartlett created short
stories that were in some ways logical but also
contained some very unusual and unexpected
events. Bartlett discovered that people found it very

Figure 1.11 _ difficult to recall the stories exactly, even after
Cognitive psychologists, such as Jean being allowed to study them repeatedly, and he
Piaget, worked to understand how hypothesized that the stories were difficult to

people learn, remember, and make remember because they did not fit the participants’
judgments about the world around them y participants

Sourcs ' expectations about how stories should go. The idea
that our memory is influenced by what we already
know was also a major idea behind the cognitive-developmental stage model of Swiss
psychologist Jean Piaget (1896-1980).
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With its argument that our thinking has a powerful influence on behavior, the cognitive approach
provides a distinct alternative to behaviorism. These psychologists contend that people interpret,
as well as, respond to the stimuli they experience. It is essential to take the mind into account to
fully understand the actions of humans in response to environmental stimuli. For instance, when
a boy turns to a girl on a date and says, “You are so beautiful,” a behaviorist would probably see
that as a reinforcing (positive) stimulus. Yet, the girl might not be so easily fooled. She might try
to understand why the boy is making this statement at this particular time, and wonder if he
might be attempting to influence her through the comment. Cognitive psychologists maintain that
when we take into consideration how stimuli are evaluated and interpreted, we understand
behavior more deeply.

As previously noted, one model of information processing used by early cognitive theorists was
the computer. Information-processing theory describes the human mind as receiving input,
processing theinformation based on programs, or schemas, and using the results of this
processing to produce output. For example, someone asks you a question in Spanish. If you
have a program for that language, you process the question and respond. If you only have a
program for English, the input is not useful. Psychologists now recognize that the human brain
is much more complex than a computer.

Cognitive psychology remains enormously influential today, and it has guided research in such
varied fields as language, problem solving, memory, intelligence, education, human
development, social psychology, and psychotherapy. The cognitive revolution has been given
even more life over the past decade as the result of recent advances in our ability to see the brain
in action using neuroimaging techniques. Neuroimaging is the use of various techniques to
provide pictures of the structure and function of the living brain (llardi & Feldman, 2001). These
images are used to diagnose brain disease and injury, but they also allow researchers to view
information processing as it occurs in the brain, because the processing causes the involved area
of the brain to increase metabolism and show up on the scan. We will discuss the use of
neuroimaging techniques in many areas of psychology in the chapters to follow.

Evolutinary Perspective: The work of the early functionalists developed into the field of
evolutionary psychology, a branch of psychology that applies the Darwinian theory of natural
selection to human and animal behavior (Dennett, 1995; Tooby & Cosmides, 1992).
Evolutionary psychology accepts the functionalists’ basic assumption, namely that many human
psychological systems, including memory, emotion, and personality, serve key adaptive
functions. As we will see in the chapters to come, evolutionary psychologists use evolutionary
theory to understand many different behaviors including romantic attraction, stereotypes and
prejudice, and even the causes of some psychological disorders.

A key component of the ideas of evolutionary psychology is fitness, which refers to the extent
that having a given characteristic helps the individual organism survive and reproduce at a
higher rate than do other members of the species who do not have the characteristic. Fitter
organisms pass on their genes more successfully to later generations, making the characteristics
that produce fitness more likely to become part of the organism’s nature than characteristics that
do not produce fitness. For example, it has been argued that the emotion of jealousy has survived
over time in men because men who experience jealousy are more likely to pass on the genes for
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that jealousy than men who do not get jealous. According to this idea, the experience of jealously
leads men to be more likely to protect their mates and guard against rivals, which increases their
reproductive success (Buss, 2000).

Despite its importance in psychological theorizing, evolutionary psychology also has some
limitations. One problem is that many of its predictions are extremely difficult to test. Unlike the
fossils that are used to learn about the physical evolution of species, we cannot know which
psychological characteristics our ancestors possessed or did not possess; we can only make
guesses about this. Because it is difficult to directly test evolutionary theories, it is always
possible that the explanations we apply are made up after the fact to account for observed data
(Gould & Lewontin, 1979). Nevertheless, the evolutionary approach is important to

psychology because it provides logical explanations for why we have many psychological
characteristics.

Most psychologists use the theory of evolution to explain the existence of our species. They rely
on the theory to explain the foundation for motivation, emotion, instincts, reflexes, language, and
other psychological traits. For example, learning theorists use reflexes to explain the
development of phobias. Psychoanalytic theorists use sexual motivation to explain art and music.
Evolutionary theory also provides the rationale for doing psychological research on species
which share a similar genetic background.

Social-Cultural Perspective: A final perspective, which has had substantial impact on
psychology, can be broadly referred to as the social-cultural or sociocultural perspective,
which is the study of how the social situations and the cultures in which people find themselves
influence thinking and behavior. Social-cultural psychologists are particularly concerned with
how people perceive themselves and others, and how people influence each other’s behavior. For
instance, social psychologists have found that we are attracted to others who are similar to us in
terms of attitudes and interests (Byrne, 1969), that we develop our own beliefs and attitudes by
comparing our opinions to those of others (Festinger, 1954), and that we frequently change our
beliefs and behaviors to be similar to those of the people we care about, a process known as
conformity.

An important aspect of social-
cultural psychology are social
norms defined as the ways of
thinking, feeling, or behaving that
are shared by group members and
perceived by them as appropriate
(Asch, 1952; Cialdini, 1993). Norms
include customs, traditions,
standards, and rules, as well as the

val fth M " Figure 1.12
general values of the group. Viany o In Western cultures norms promote a focus on the self, or
the most important social norms are | jngividualism, whereas in Eastern cultures the focus is more

determined by the culture in which | on families and social groups, or collectivism.©Thinkstock
we live, and these cultures are

studied by cross-cultural psychologists. A culture represents the common set of social norms,
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including religious and family values and other moral beliefs, shared by the people who live in a
geographical region (Fiske, Kitayama, Markus, & Nisbett, 1998; Markus, Kitayama, & Heiman,
1996; Matsumoto, 2001). This definition can be extended to include people whose origins are
from that region as well.

Cultures influence every aspect of our lives, and it is not inappropriate to say that our culture
defines our lives just as much as does our evolutionary experience (Mesoudi, 2009).
Psychologists have found that there is a fundamental difference in social norms between Western
cultures, including those in the United States, Canada, Western Europe, Australia, and New
Zealand, and East Asian cultures, including those in China, Japan, Taiwan, Korea, India, and
Southeast Asia. Norms in Western cultures are primarily oriented toward individualism, which
is about valuing the self and one’s independence from others. Children in Western cultures are
taught to develop and to value a sense of their personal self, and to see themselves in large part
as separate from the other people around them. Children in Western cultures feel special about
themselves; they enjoy getting gold stars on their projects and the best grade in the class. Adults
in Western cultures are oriented toward promoting their own individual success, frequently in
comparison to, or even at the expense of, others.

Norms in the East Asian culture, on the other hand, are
oriented toward interdependence or collectivism. In these
cultures, children are taught to focus on developing
harmonious social relationships with others. The
predominant norms relate to group togetherness and
connectedness, and duty and responsibility to one’s family
and other groups. When asked to describe themselves, the
members of East Asian cultures are more likely than those
from Western cultures to indicate that they are
particularly concerned about the interests of others,
including their close friends and their colleagues.

Figure 1.13

Another important cultural difference is the extent to
,j,. ‘ which people in different cultures are bound by social

R W norms and customs, rather than being free to express their
own individuality without considering social norms
(Chan, Gelfand, Triandis, & Tzeng, 1996). Cultures also
differ in terms of personal space, such as how closely individuals stand to each other when
talking, as well as the communication styles they employ.

It is important to be aware of cultures and cultural differences because people with different
cultural backgrounds increasingly interact with each other due to increased travel and
immigration, the development of the Internet, and other forms of communication. In the United
States, for instance, there are many different ethnic groups, and the proportion of the population
that comes from minority groups is increasing from year to year. The social-cultural perspective
to understanding behavior reminds us again of the difficulty of making broad generalizations
about human nature. People experience things differently, and their experience vary depending
on their culture.
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The Women of Psychology

Although most of the earliest psychologists were men,
women also studied psychology, but often faced Figure 1.14 Mary Whiton Calkins
discrimantion based on their sex. For example, they were not
able to receive degress they earned because the institutions
were unwilling to grant them. They often taught at all
women’s colleges and did not have access to graduate students
or laboratories (Crawford, 2012). Despite this discrimination,
many female psychologists still made important theoretical
and research contributions to the field. For example, the first
female president of the American Psychological
Association (APA) in 1905 was Mary Whiton Calkins
(1863-1930). Calkins made significant contributions to

Calkins photo courtesy of Vlad Sfichi,

the Study Of memory and the Self_concept, desplte http://www.flickr.com/photos/2411080 0@N08/2779490726.

having her degree withheld from Harvard University.

Margaret Floy Washburn (1871-1939) was the first women to earn a doctorate in psychology
from Cornell University and she was the second female president of APA in 1921. Her research
focused on animal behavior, and she wrote The Animal Mind in 1908, which for the next 25
years, was the standard text for comparative psychology (Stewart, 2008). Leta Stetter
Hollingworth (1886-1939) focused her research on women and child development.
Hollingworth’s research disproved the prevailing belief at the time that female abilities were
inferior to those of males, and that female abilities declined during menstruation. Anna Freud
(1895-1982), the daughter of Sigmund Freud, developed the basic concepts in the theoretical and
practical approach to child psychoanalysis.

There are many important recent female psychologists that we will be discussing in this book.
Karen Horney (1885-1952) founded a neoFreudian school of psychoanalysis and focused on the
social and cultural factors that affect personality (Stewart, 2008). Mamie Phipps Clark (1917-
1983) was a prominent African American psychologist who was instrumental in the Brown
versus Board of Education case of Topeka, Kansas. Working with her husband, she demonstrated
that black children often preferred white dolls over black dolls because they viewed white as
good and pretty. The Clarks demonstrated that feeling inferior resulted in academic
underachievement for black children. In the field of memory, Elizabeth Loftus (1944-present)
made ground breaking research regarding eye witness testimony (Hock, 2009). She exposed the
bias that individuals demonstrate when they attempt to recall events, and she showed how easy it
was for people to create false memories. Using the strange situation technique developed with a
colleague, Mary Ainsworth (1913-1999) demonstrated the types of attachment toddlers had with
their caregivers, and Diana Baumrind (1927-present) researched parenting styles.

Since the early years in psychology, females have studied psychology and currently they earn

more bachelor’s (76.7% overall) and doctorate (73.5% overall) degress in psychology than males
(National Science Foundation, 2017).
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Figure 1.15 presents a timeline of some of the most important psychologists, beginning with the
early Greek philosophers and extending to the present day. Although it cannot capture every
important psychologist, this timeline shows some of the most important contributors to the

history of psychology.

Figure 1.15 Timeline Showing Some of the Most Important Psychologists

Date Psychologist(s) Description
428-347 BC Plato Greek philosopher who argued for the role of nature in psychological development.
384-322BC Aristotle Greek philosopher who argued for the role of nurture in psychological development.
1588-1679 Thomas Hobbes English philosopher.
1596-1650 René Descartes French philosopher.
1632-1704 John Locke English philosopher.
1712-1778 Jean-Jacques Rousseau French philosopher.
German experimental psychologist who developed the idea of the just noticeable
1801-1887 Gustav Fechner difference (JND), which is considered to be the first empirical psychological
measurement.
: British naturalist whose theory of natural selection influenced the functionalist
18091852 Chacies Carwin school and the field of evolutionary psychology.
W German psychologist who opened one of the first psychology laboratories and
1832-1920 Wilhelm Wundt helped develop the field of structuralism.
= . American psychologist who opened one of the first psychology laboratories and
18451010 G e helped develop the field of functionalism.
Russian physiologist whose experiments on learning led to the principles of
18421936 han Favioy classical conditioning.
X German psychologist who studied the ability of people to remember lists of
ol Heemann Ebbinghous nonsense syllables under different conditions.
1856-1939 Sigmund Freud Austrian psychologist who founded the field of psychodynamic psychology.
1867-1927 Edward Bradford Titchener | American psychologist who contributed to the field of structuralism.
1878-1958 John B. Watson American psychologist who contributed to the field of behaviorism.
1886-1969 SirFrederic Bardett British psyghologist who studied the cognitive and social processes of
remembering.
z Swiss psychologist who developed an important theory of cognitive
16971960 Jean Flaget development in children.
1904-1990 B. F. Skinner American psychologist who contributed to the school of behaviorism.
1926-1993 Donald Broadbent British cognitive psychologist who was a pioneer in the study of attention.
g { ; American psychologists who contributed to the cognitive school of psychology by
20th and k:::::f:gg&? o studying learning, memory, and judgment. An important contribution is the
21st centuries ot Gec; rge Miller advancement of the field of neuroscience. Daniel Kahneman won the Nobel Prize in
‘ 9 Economics for his work on psychological decision making.
Mahzarin Banaji; Marilynn
Brewer; Susan Fiske; Fritz American psychologists who contributed to the social-cultural school of psychology.
20th and 5 Heider; Kurt Lewin; Stanley | Their contributions have included an understanding of how people develop and are
21st centuries Schachter; Claude Steele; | influenced by social norms.
Harry Triandis
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The Many Disciplines of Psychology

Psychology is not one discipline, but rather a collection of many sub disciplines that all share at
least some common approaches and that work together and exchange knowledge to form a
coherent discipline (Yang & Chiu, 2009). Because the field of psychology is so broad, students
may wonder which areas are most suitable for their interests and which types of careers might be
available to them. Table 1.3 will help you consider the answers to these questions. A
psychologist has generally been trained to understand research and earned a doctoral degree in
psychology (Ph.D. or Psy.D) Psychologists who do testing and therapy are usually licensed by

the state.

Psychology, psychiatry, counseling, and social work are related disciplines. These disciplines
may share research and sometimes work as members of a team. Psychiatrists go to medical
school to earn an MD and then receive special training in how to treat mental illness. Like other
physicians, they frequently prescribe medication or use other physiological tests and treatments.

Social workers and counselors generally have at least a master's degree. They generally work for
institutions or agencies. Some practice independently and specialize in treating a specific type of
problem (e.g. substance abuse or family problems).

Table 1.3 Some Career Paths in Psychology

Psychology field

Description

Career opportunities

Biopsychology and
neuroscience

This field examines the physiological bases of
behavior in animals and humans by studying
the functioning of different brain areas and
the effects of hormones and
neurotransmitters on behavior.

Most biopsychologists work in research

settings, for instance, at universities, for
the federal government, and in private

research labs.

Clinical and counseling
psychology

These are the largest fields of psychology. The
focus is on the assessment, diagnosis, causes,
and treatment of mental disorders.

Clinical and counseling psychologists
provide therapy to patients with the
goal of improving their life experiences.
They work in hospitals, schools, social
agencies, and in private practice.
Because the demand for this career is
high, entry to academic programs is
highly competitive.

Cognitive psychology

This field uses sophisticated research
methods, including reaction time and brain
imaging to study memory, language, and
thinking.

Cognitive psychologists work primarily
in research settings, although some,
including those who specialize in
human-computer interactions, consult
for businesses.

Developmental
psychology

These psychologists conduct research on the
cognitive, emotional, and social changes that
occur across the lifespan.

Many work in research settings,
although others work in schools and
community agencies to help improve
and evaluate the effectiveness of
intervention programs such as Head
Start.
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Psychological field

Description

Career Opportunities

Forensic psychology

Forensic psychologists apply psychological
principles to understand the behavior of
judges, attorneys, courtroom juries, and
others in the criminal justice system.

Forensic psychologists work in the
criminal justice system. They may
testify in court and provide information
about the reliability of eyewitness
testimony and jury selection.

Health psychology

Health psychologists are concerned with
understanding how biology, behavior, and the
social situation influence health and illness.

Health psychologists work with medical
professionals in clinical settings to
promote better health, conduct
research, and teach at universities.

Community psychology

These psychologist study how individuals
relate to their community, and the reciprocal
effect of communities on individuals.

Community psychologist focus on how
community members might share a
particular mental disorder or social
problem that affects the community as
a whole.

Industrial-
organizational (I/0) and
environmental
psychology

Industrial-organizational psychology applies
psychology to the workplace with the goal of
improving the performance and well-being of
employees.

There are a wide variety of career
opportunities working in businesses.
These psychologists help select
employees, evaluate employee
performance, and examine the effects
of different working conditions on
behavior. They may also work to design
equipment and environments that
improve employee performance and
reduce accidents.

Personality psychology

These psychologists study people and the
differences among them. The goal is to
develop theories that explain the
psychological processes of individuals, and to
focus on individual differences.

Most work in academic settings, but
the skills of personality psychologists
are also in demand in advertising and
marketing. PhD programs in personality
psychology are often connected with
programs in social psychology.

School and educational
psychology

This field studies how people learn in school,
the effectiveness of school programs, and the
psychology of teaching.

School psychologists work in
elementary and secondary schools or
school district offices with students,
teachers, parents, and administrators.
They may assess children’s
psychological and learning problems
and develop programs to minimize the
impact of these problems.

Social and cross-
cultural psychology

This field examines people’s interactions with
other people. Topics of study include
conformity, group behavior, leadership,
attitudes, and person perception.

Many social psychologists work in
marketing, advertising, organizational,
systems design, and other applied
psychology fields.

Sports psychology

This field studies the psychological aspects of
sports behavior. The goal is to understand the
factors that influence performance in sports,

including exercise and team interactions.

Sports psychologists work in gyms,
schools, professional sports teams, and
other areas where sports are practiced.
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Psychology in Everyday Life: How to Effectively Learn and Remember

One way that the findings of psychological research may be particularly helpful to you is in
terms of improving your learning and study skills. Psychological research has provided a
substantial amount of knowledge about the principles of learning and memory. This information
can help you do better in this and other courses, and can also help you to improve your learning
of new concepts and techniques in other areas of your life.

The most important thing you can learn in college is how to become more efficient at studying,
learning, and remembering. These skills will help you throughout your life, as you learn new
jobs and take on other responsibilities. There are substantial individual differences in learning
and memory, such that some people learn faster than others. However, even if it takes you
longer to learn, the extra time you put into studying is well worth the effort. Learning to
effectively study and to remember information is just like learning any other skill, such as
playing a sport or a video game.

To learn well, you need to be ready to learn. You cannot learn well when you are tired, when you
are under stress, or if you are abusing alcohol or drugs. Try to keep a consistent routine of
sleeping and eating. Eat moderately and nutritiously, and avoid drugs that can impair memory,
particularly alcohol. There is no evidence that stimulants such as caffeine, amphetamines, or any
of the many memory enhancing drugs on the market will help you learn (Gold, Cahill, & Wenk,
2002; McDaniel, Maier, & Einstein, 2002).

Psychologists have studied the ways that best allow people to acquire new information, to retain
it over time, and to retrieve information that has been stored in our memories. One important
finding is that learning is an active process. To acquire information most effectively, we must
actively manipulate it. One active approach is rehearsal, which is repeating the information that
is to be learned over-and-over again.

Although simple repetition does help us learn, psychological research has found that we acquire
information most effectively with elaboration, which is when we actively think about its meaning
and relate the material to something we already know. If you want to remember the different
persepectives of psychology, for instance, try to think about how each of the perspectives is
different from the others. As you make the comparisons, determine what is most important about
each one and then relate it to the features of the other perspectives. In an important study showing
the effectiveness of elaborative encoding, Rogers, Kuiper, and Kirker (1977) found that students
learned information best when they related it to aspects of themselves, a phenomenon known as
the self-reference effect. This research suggests that imagining how the material relates to your
own interests and goals will help you learn it.

An approach known as the method of loci involves linking each of the pieces of information that
you need to remember to places with which you are familiar. You might think about the house
that you grew up in and the rooms in it. Then you could put the behaviorists in the bedroom, the
humanists in the living room, and the social-culturists in the kitchen. Then when you need to
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remember the information, you retrieve the mental image of your house and should be able to see
the theorists in each of the areas.

One of the most fundamental principles of memory is known as the spacing effect or distributed
practice, which is studying material in several shorter study periods, rather than just once for a
long period-of-time. Both humans and animals more easily remember and learn material when
they study the material over several shorter periods. Cramming for an exam is a particularly
ineffective way to learn.

Psychologists have also found that performance is improved when people set difficult, yet
realistic goals for themselves (Locke & Latham, 2006). You can use these goals to help you
learn. For example, set realistic goals for the time you are going to spend studying and what you
are going to learn, and try to stick to those goals. Do a small amount every day, and by the end
of the week you should have accomplished your goals.

When studying for a test, do not just go over your notes again and again. Instead, make a list of
questions you think will be on the test and then see if you can answer them. Study the
information, and then test yourself again after a few minutes. If you made any mistakes, study
again and keep testing yourself until you are successful. Testing yourself by attempting to
retrieve information in an active manner is better than simply studying the material, because it
will help you determine if you know it.

In summary, everyone can learn more efficiently. Learning is an important skill, and following
the previously mentioned ideas, will likely help you improve your memory.

Key Takeaways

e Some basic questions asked by psychologists include those about nature versus nurture, free
will versus determinism, conscious versus unconscious processing, differences versus
similarities, and accuracy versus inaccuracy.

e The first psychologists were philosophers, but the field became more empirical and objective
as more sophisticated scientific approaches were developed and employed.

e The structuralists attempted to analyze the nature of consciousness using introspection.

e The functionalists based their ideas on the work of Darwin, and their approaches led to the
field of evolutionary psychology.

e Psychodynamic perspective focuses on unconscious drives and the potential to improve lives
through psychoanalysis and psychotherapy.

e The behaviorists explained behavior in terms of stimulus, response, and reinforcement, while
denying the presence of free will.

e Humanism examines the self-concept and free will.

e The biological perspective focuses on the role of physiological processes on behavior and
thought.

e The cognitive perspective studies how people perceive, process, and remember information.
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e The evolutionary perspective examines human behavior and mental processes in terms of their

adaptive value for our survival.

e The social-cultural perspective focuses on the social situation, including how cultures and
social norms influence our behavior.

e Women have played an active role in the history of psychology, but often did not receive the
recognition they deserved.

e Psychiatry, counseling, and social work are professions related to psychology.

Exercises and Critical Thinking

e What type of questions can psychologists answer that philosophers might not be able to answer

as completely or as accurately? Explain why you think psychologists can answer these
questions better than philosophers can.

e Choose one of the major questions of psychology and provide some evidence from your own
experience that supports one side or the other.

e Choose two of the perspectives of psychology discussed in this section, and explain how they

differ in their approaches to understanding behavior and mental processes.

Activities

You can learn more about the different fields of psychology and the careers associated with them
at http://www.apa.org/careers/psyccareers/

Chapter Summary

Although it is easy to think that everyday situations have commonsense answers, scientific
studies have found that people are not always as good at predicting outcomes as they often think
they are. The hindsight bias leads us to think that we could have predicted events that we could
not actually have predicted.

Employing the scientific method allows psychologists to objectively and systematically study
human behavior.

Psychological phenomena are complex, and making predictions about them is difficult because
there are many factors that influence humans. Research has found that people are frequently
unaware of the causes of their own behaviors.

Some of the basic questions asked by psychologists, both historically and currently, include
those about the relative roles of nature versus nurture in behavior, free will versus determinism,
accuracy versus inaccuracy in perception, differences versus similarities, and conscious versus
unconscious processing.
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The first psychologists were philosophers, but the field became more objective as more
sophisticated scientific approaches were developed and employed. Some of the most important
historical schools of psychology include: Structuralism and functionalism. Contemporary
perspectives include: Psychodynamic, behavioral, humanistic, biological, cognitive,
evolutionary, and social-cultural.

Women have played an active role in the history of psychology, but often did not receive the
recognition they deserved.

Psychiatry, counseling, and social work are disciplines related to psychology. Psychologists
generally have a Ph.D. or Psy.D. Psychiatrists are physicians with an MD. Counselors and social
workers usually have a master’s degree and may treat clients with specific problems.

There are a variety of available career choices within psychology that provide employment in
many different areas of interest.
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Chapter 2 Psychological Science

Learning Objective

1. Differentiate between basic and applied research.

Psychologists study the behavior of both humans and animals. The main purpose of this research
is to help us understand people and to improve the quality of human lives. The results of
psychological research are relevant to problems such as learning and memory, homelessness,
psychological disorders, family instability, and aggressive behavior and violence. Psychological
research is used in a range of important areas, from public policy to driver safety. It guides court
rulings with respect to racism and sexism (Brown v. Board of Education, 1954; Fiske, Bersoff,
Borgida, Deaux, & Heilman, 1991). It shapes court procedures by allowing for the analysis of
lie detector results during criminal trials (Saxe, Dougherty, & Cross, 1985). Research helps us
understand how driver behavior affects safety (Fajen & Warren, 2003. It demonstrates which
methods of teaching children are most effective (Alexander & Winne, 2006; Woolfolk-Hoy,
2005). Other research shows how to best detect deception (DePaulo et al., 2003) and some of
the causes of terrorism (Borum, 2004).

Basic vs. Applied Research

Some psychological research is basic research. Basic
research is research that answers fundamental
questions about behavior. For instance,
biopsychologists study how nerves conduct impulses
from the receptors in the skin to the brain. Cognitive
psychologists investigate how different types of
studying influence memory for pictures and words.
There is no reason to examine such things except to
acquire a better knowledge of how these processes
occur. Applied research is research that investigates
issues that have implications for everyday life and ,
provides solutions to everyday problems. Applied Source:
research has been conducted to study, among many other things, the most effective methods for
reducing depression, the types of advertising campaigns that serve to reduce drug and alcohol
abuse, the key predictors of managerial success in business, and the indicators of effective
government programs.

https://www.flickr.com/help/photos/#2265887

Basic research and applied research complement each other, and advances in science occur more
rapidly when each type of research is conducted (Lewin, 1999). For instance, research
concerning the role of practice on memory for lists of words is basic in orientation, but the
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results could potentially be applied to help children learn to read. Correspondingly, psychologist-
practitioners who wish to reduce the spread of AIDS frequently base their programs on the
findings of basic research. This basic AIDS research is applied to help change people’s attitudes
and behaviors.

The results of psychological research are reported primarily in research articles published in
scientific journals. The research reported in scientific journals has been evaluated, critiqued, and
improved by scientists in the field through the process of peer review. In this book, there are
many citations to original research articles, and you are e ncouraged to read those reports when
you find a topic interesting. Most of these papers are readily available online through our college
library. It is only by reading the original reports that you will see how the research process
works.

In this chapter, you will learn how psychologists develop and test their research ideas, how they
measure the thoughts, feelings, and behavior of individuals, and how they analyze and interpret
the data they collect. To understand psychology, you must understand how and why the
research you are reading about was conducted and what the collected data mean. Learning
about the principles and practices of psychological research will allow you to critically read,
interpret, and evaluate research.

In addition to helping you learn the material in this course, the ability to interpret and conduct
research is also useful in many of the careers that you might choose. For instance, advertising
and marketing researchers study how to make advertising more effective. Health and medical
researchers study how behaviors, such as drug use and smoking, influence illness. Computer
scientists study how people interact with computers. Furthermore, even if you are not planning
a career as a researcher, jobs in almost any area of social, medical, or mental health science
require that a worker be informed about psychological research.

Psychologists Use the Scientific Method to Guide Their Research

Learning Objectives

1. Describe the principles of the scientific method and explain its importance in
conducting and interpreting research.

2. Explain what is meant by a research hypothesis.

3. Discuss the procedures that researchers use to ensure that their research with humans and
with animals is ethical.

Psychologists are not the only people who seek to understand human behavior and solve social
problems. Philosophers, religious leaders, politicians and others also strive to provide
explanations for human behavior. But psychologists believe that research is the best tool for
understanding human beings and their relationships with others. Rather than accepting the claim
of a philosopher that people have free will, a psychologist would collect data to empirically test
whether people are able to actively control their own behavior. Rather than accepting a
politician’s contention that creating a new center for mental health will improve the lives of
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individuals, a psychologist would empirically assess the effects of receiving mental health
treatment on the quality of life of the recipients. The statements made by psychologists are
empirical, which means they are based on systematic collection and analysis of data.

The Scientific Method

All scientists, whether they are physicists, chemists, biologists, sociologists, or psychologists,
are engaged in the basic processes of collecting data and drawing conclusions about those data.
The methods used by scientists have developed over many years and provide a common
framework for developing, organizing, and sharing information. The scientific method is the set
of assumptions, rules, and procedures scientists use to conduct research.

In addition to requiring that science be empirical, the scientific method demands that the
procedures used are objective, or free from the personal bias or emotions of the scientist. The
scientific method describes how scientists collect, analyze, draw conclusions from, and share
data. These rules increase objectivity by placing data under the scrutiny of other scientists and
even the public at large. Because data are reported with all relevant details about the procedure,
the setting and the participants, other scientists know exactly how the scientist collected and
analyzed the data. This means that they do not have to rely only on the scientist’s own
interpretation of the data; they may draw their own conclusions.

Most research is designed to repeat, add to, or modify previous research findings. The scientific
method, therefore, results in the accumulation and continuous refinement or revision of scientific
knowledge.

Laws and Theories as Organizing Principles

One goal of research is to organize information into meaningful statements that can be applied in
many situations. Principles that are so general as to apply to all situations in a given domain of
inquiry are known as laws.

The next step down from laws in the hierarchy of organizing principles is theory. A theory is an
integrated set of principles that explains and predicts many, but not all, observed relationships
within a given domain of inquiry. One example of an important theory in psychology is the stage
theory of cognitive development proposed by the Swiss psychologist Jean Piaget. The theory
states that children pass through a series of cognitive stages as they grow, each of which must be
mastered in progression before movement to the next cognitive stage can occur. This is an
extremely useful theory in human development because it can be applied to many different
content areas and can be tested in numerous ways.

Good theories have four important characteristics. First, good theories are general, meaning they

summarize many different outcomes. Second, they are parsimonious, meaning they provide the
simplest possible account of those outcomes. The stage theory of cognitive development meets
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both of these requirements. It can account for developmental changes in behavior across a wide
variety of domains, and it does so parsimoniously by hypothesizing a simple set of cognitive
stages. Third, good theories are generative, that is they provide ideas for future research. The
stage theory of cognitive development has been applied not only to learning about cognitive
skills, but also to the study of children’s moral (Kohlberg, 1966) and gender development (Ruble
& Martin, 1998).

Finally, good theories are falsifiable, which means the variables of interest can be adequately
measured and the predicted relationships between the variables can be shown through research
to be incorrect (Popper, 1959). The stage theory of cognitive development is falsifiable because
the stages of cognitive reasoning can be measured. Additionally, if research discovers that
children learn new tasks before the theory says they should, then the theory will be shown to be
incorrect. Research can lead to new theories, but most psychologists use existing theories and
develop hypotheses that match the theory they are using.

No single theory accounts for all behavior in all cases. Rather, theories are each limited in that
they make accurate predictions in some situations or for some people, but not in other situations
or for other people. As a result, there is a constant exchange between theory and data: Existing
theories are modified on the basis of collected data. The new modified theories then make new
predictions that are tested by new data, and so forth. When a better theory is found, it will
replace the old one. This is part of the accumulation of scientific knowledge.

The Research Hypothesis

Theories are usually framed too broadly to be tested in a single experiment. Therefore, scientists
use a research hypothesis as the basis for their research. A research hypothesis is a specific and
falsifiable prediction about the relationship between or among two or more variables. A
variable is any attribute that can assume different values among different people or across
different times or places. The research hypothesis states the existence of a relationship between
the variables of interest and the specific direction of that relationship. For instance, the research
hypothesis “Using marijuana will reduce learning” predicts that there is a relationship between
the variable “using marijuana” and another variable called “learning.”

The term operational definition refers to a precise statement of how a variable is measured
or manipulated by the researcher. For example, depression might be operationally defined by
the score on a checklist, or intelligence might be operationally defined as the results of an 1Q
test. When an operational definition is used, then everyone knows precisely what a researcher
means by an otherwise vague term like depression or intelligence.

Table 2.1 lists some potential operational definitions of variables that have been used in
psychological research. As you read through this list, note that the variables are very specific.
This specificity is important for two reasons. First, more specific definitions mean that there is
less danger that the collected data will be misunderstood by others. Second, specific
definitions will enable future researchers to replicate the research.
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Table 2.1 Examples of the Operational Definitions of Conceptual Variables That Have
Been Used in Psychological Research

Variable Operational Definitions

Aggression e Number of presses of a button that administers shock to another student
e Number of seconds taken to honk the horn at the car ahead after a stoplight
turns green

e Number of inches that an individual places his or her chair away from

Interpersonal

tracti another person
attraction o Number of millimeters of pupil dilation when one person looks at another
Employee e Number of days per month an employee shows up to work on time

satisfaction . . . . .-
! ! e Rating of job satisfaction from 1 (not at all satisfied) to 9 (extremely

satisfied)
Decision-making e Number of groups able to correctly solve a group performance task
skills e Number of seconds in which a person solves a problem
Depression e  Number of negative words used in a creative story

e Number of appointments made with a psychotherapist

Conducting Ethical Research

One of the issues that all scientists must address concerns the ethics of their research. Physicists
are concerned about the potentially harmful outcomes of their experiments with nuclear
materials. Biologists worry about the potential outcomes of creating genetically engineered
human babies. Medical researchers agonize over the ethics of withholding potentially beneficial
drugs from control groups in clinical trials. Likewise, psychologists are continually considering
the ethics of their research.

Research in psychology may cause some stress, harm, or inconvenience for the people who
participate in that research. For instance, researchers may ask introductory psychology students
to participate in research projects and then deceive these students, at least temporarily, about the
nature of the research. Psychologists may induce stress, anxiety, or negative moods in their
participants, expose them to weak electrical shocks, or convince them to behave in ways that
violate their moral standards. Additionally, researchers may sometimes use animals, potentially
harming them in the process.

Decisions about whether research is ethical are made using established ethical codes developed
by scientific organizations, such as the American Psychological Association, and federal
governments. In the United States, the Department of Health and Human Services provides the
guidelines for ethical standards in research. Some research, such as the research conducted by the
Nazis on prisoners during World War 11, is perceived as immoral by almost everyone. Other
procedures, such as the use of animals in research testing the effectiveness of drugs, are more
controversial.
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Characteristics of an Ethical Research Project Using Human Participants

This list presents some of the most important factors that psychologists take into consideration
when designing their research:

« Trust and positive rapport are created between the researcher and the participant.

« The rights of both the experimenter and participant are considered, and the relationship
between them is mutually beneficial.

« The experimenter treats the participant with concern and respect and attempts to make
the research experience a pleasant and informative one.

« Before the research begins, the participant is given all information relevant to his or her
decision to participate, including any possibilities of physical danger or psychological
stress.

o The participant is given a chance to have questions about the procedure answered, thus
guaranteeing his or her free choice about participating.

o After the experiment is over, any deception that has been used is made public, and the
necessity for it is explained.

o The experimenter carefully debriefs the participant, explaining the underlying research
hypothesis and the purpose of the experimental procedure in detail and answering any
questions.

o The experimenter provides information about how he or she can be contacted and offers
to provide information about the results of the research if the participant is interested in
receiving it. (Stangor, 2011)

American Psychological Association Code of Ethics

No Harm is he most direct ethical concern of the researcher and prevents harm to the research
participants. One example that potentially violated this principle is the well-known research of
Stanley Milgram (1974), who investigated obedience to authority. In his studies, participants
were instructed by an experimenter to administer electric shocks to another person so that
Milgram could study the extent to which they would obey the demands of an authority figure.
Although no shocks were actually administered, the participants thought they had, and as a
result, evidenced high levels of stress. They also experienced psychological conflict between
following the experiemnter’s instructions to deliver the shocks and what they wanted to do,
which was not to administer the shocks. Studies, such as those by Milgram, are no longer
conducted because the scientific community is more sensitized to the potential of such procedures
creating emotional discomfort or harm.

Informed consent is conducted before a participant begins a research session, and is designed
to explain the research procedures and inform the participant of his or her rights during the
investigation. The informed consent explains as much as possible about the true nature of the
study, particularly everything that might be expected to influence willingness to participate, but it
may in some cases withhold some information that allows the study to work.

A goal of ethical research is to guarantee that participants have free choice regarding whether
they wish to participate in research. Students in psychology classes may be allowed, or even
required, to participate in research, but they are also always given an option to choose a different
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study to be in, or to perform other activities instead. Once an experiment begins, the research
participant is always free to leave the experiment if he or she wishes to. Concerns with free
choice also occur in institutional settings, such as in schools, hospitals, corporations, and prisons,
when individuals are required by the institutions to take certain tests, or when employees are told
or asked to participate in research.

Confidentiality refers to researchers protecting the privacy of research participants. In some
cases, data can be kept anonymous by not having the respondents put any identifying
information on their questionnaires. In other cases, the data cannot be anonymous because the
researcher needs to keep track of which respondent contributed the data. In this case one
technique is to have each participant use a unique code number to identify his or her data, such
as the last four digits of the student ID number. In this way, the researcher can keep track of
which person completed which questionnaire, but no one will be able to connect the data with
the individual who contributed them.

Deception occurs whenever research participants are not completely and fully informed about
the nature of the research project before participating in it. This is perhaps the most widespread
ethical concern to the participants in behavioral research. Deception may occur in an active way,
such as when the researcher tells the participants that a study is about learning when in fact the
experiment really measures obedience to authority. In other cases, the deception is more passive,
such as when participants are not told about the hypothesis being studied or the potential use of
the data being collected.

Some researchers have argued that no deception should ever be used in any research (Baumrind,
1985). They argue that participants should always be told the complete truth about the nature of
the research they are in, and that when participants are deceived there will be negative
consequences, such as the possibility that participants may arrive at other studies already
expecting to be deceived. Other psychologists defend the use of deception on the grounds that it
is needed to get participants to act naturally and to enable the study of psychological phenomena
that might not otherwise get investigated. They argue that it would be impossible to study topics
such as altruism, aggression, obedience, and stereotyping without using deception because if
participants were informed ahead of time what the study involved, this knowledge would
certainly change their behavior. The codes of ethics of the American Psychological Association
and other organizations allow researchers to use deception, but these codes also require them to
explicitly consider how their research might be conducted without the use of deception.

Debriefing is a procedure designed to fully explain the purposes and procedures of the research
and remove any harmful aftereffects of participation. Because participating in research has the
potential for producing long-term changes in the research participants, all participants should be
fully debriefed immediately after their participation.

Ensuring That Research Is Ethical

Making decisions about the ethics of research involves weighing the costs and benefits of
conducting versus not conducting a given research project (Rosenthal, 1994). The costs involve
potential harm to the research participants and to the field, whereas the benefits include the
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potential for advancing knowledge about human behavior and offering various advantages, some
educational, to the individual participants. Most generally, the ethics of a given research project
are determined through a cost-benefit analysis, in which the costs are compared to the benefits.
If the potential costs of the research appear to outweigh any potential benefits that might come
from it, then the research should not proceed.

One example of this risk-benefit analysis can be found in clinical drug trials. Researchers must
weigh the potential good of a new drug against the possible harm. Few drugs are without side
effects, and the drugs used to treat mental illness are no exception. However, for a severely
depressed patient who has not responded to approved forms of treatment, the side effects of a
new drug must be weighed against the likelihood of prolonged suffering and the risk of suicide.

Arriving at a cost-benefit ratio is not simple. For one thing, there is no way to know ahead of
time what the effects of a given procedure will be on every person or animal who participates or
what benefit to society the research is likely to produce. In addition, what is ethical is defined by
the current state of thinking within society, and thus perceived costs and benefits change over
time. The U.S. Department of Health and Human Services regulations require that all universities
receiving funds from the department set up a review process to determine whether proposed
research meets department regulations. The Institutional Review Board (IRB) is a committee
of at least five members whose goal it is to determine the cost-benefit ratio of research
conducted within an institution. The IRB approves the procedures of all the research conducted
at the institution before the research can begin. The board may suggest modifications to the
procedures, or in rare cases, it may inform the scientist that the research violates Department of
Health and Human Services guidelines and thus cannot be conducted at all.

Research with Animals

Because animals make up an important part of the natural world, and because some research
cannot be conducted using humans, animals are also participants in psychological research. Most
psychological research using animals is now conducted with rats, mice, and birds, and the use of
other animals in research is declining (Thomas & Blackman, 1992). As with ethical decisions
involving human participants, a set of basic principles has been developed that helps researchers
make informed decisions about such research; a summary is shown below.

APA Guidelines on Humane Care and Use of Animals in Research
The following are some of the most important ethical principles from the American Psychological
Association’s guidelines on research with animals.

e Psychologists acquire, care for, use, and dispose of animals in compliance with current federal,
state, and local laws and regulations, and with professional standards.
Psychologists trained in research methods and experienced in the care of laboratory animals
supervise all procedures involving animals and are responsible for ensuring appropriate
consideration of their comfort, health, and humane treatment.

e Psychologists ensure that all individuals under their supervision who are using animals have
received instruction in research methods and in the care, maintenance, and handling of the species
being used, to the extent appropriate to their role.
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o Psychologists make reasonable efforts to minimize the discomfort, infection, illness, and pain of
animal subjects.

e Psychologists use a procedure subjecting animals to pain, stress, or privation only when an
alternative procedure is unavailable and the goal is justified by its prospective scientific,
educational, or applied value.

o Psychologists perform surgical procedures under appropriate anesthesia and follow techniques to
avoid infection and minimize pain during and after surgery.

o When it is appropriate that an animal’s life be terminated, psychologists proceed rapidly, with an
effort to minimize pain and in accordance with accepted procedures. (American Psychological
Association, 2012)

Because the use of animals in research involves a

Figure 2.2 . .
N perso_nal value, people naturally disagree about this
" practice. Although many people accept the value of
‘ - such research (Plous, 1996), a minority of people,
3’« ~ - including animal-rights activists, believes that it is
8 ethically wrong to conduct research on animals. This

argument is based on the assumption that because
animals are living creatures just as humans are, no
harm should ever be done to them.

Psychologists may use animals in their
research, but they make reasonable
efforts to minimize the discomfort the
animals experience.o Thinkstock

Most scientists, however, reject this view. They argue
that such beliefs ignore the potential benefits that have
come from research with animals. For instance, drugs
that can reduce the incidence of cancer or AIDS may first be tested on animals, and surgery that
can save human lives may first be practiced on animals. Research on animals has also led to a
better understanding of the physiological causes of depression, phobias, and stress, among other
illnesses. In contrast to animal-rights activists, then, scientists believe that because there are
many benefits that accrue from animal research. They maintain that such research can and should
continue as long as the humane treatment of the animals used in the research is guaranteed.

Key Takeaways

« Psychologists use the scientific method to generate, accumulate, and report
scientific knowledge.

« Basic research, which answers questions about behavior, and applied research,
which finds solutions to everyday problems, inform each other and work together
to advance science.

Research reports describing scientific studies are published in scientific journals so
that other scientists and laypersons may review the empirical findings.

« Organizing principles, including laws, theories and research hypotheses, give
structure and uniformity to scientific methods.

« Concerns for conducting ethical research are paramount. Researchers assure that
participants are given free choice to participate and that their privacy is protected.
Informed consent and debriefing help provide humane treatment of participants.
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o A cost-benefit analysis is used to determine what research should and should not be
allowed to proceed.

Exercises and Critical Thinking

1. Give an example from personal experience of how you or someone you know have
benefited from the results of scientific research.

2. Find and discuss a research project that in your opinion has ethical concerns. Explain
why you find these concerns to be troubling.

3. Indicate your personal feelings about the use of animals in research. When should
and should not animals be used?

Psychologists Use Descriptive, Correlational, and Experimental Research
Designs to Understand Behavior

Learning Objectives

1. Differentiate between the goals of descriptive, correlational, and experimental research
designs and explain the advantages and disadvantages of each.

2. Explain how descriptive research is conducted.

3. Summarize the uses of correlational research and describe the difference between
correlation and causation.

4. Review the procedures of experimental research and explain how it can be used to
draw causal inferences.

5. Define representative sample, independent variable, dependent variable.

Psychologists agree that if their ideas and theories about human behavior are to be taken
seriously, they must be supported by data. However, the research of different psychologists is
designed with different goals in mind, and the different goals require different approaches. These
varying approaches, summarized in Table 2.2, are known as research designs, which are the
specific methods a researcher uses to collect, analyze, and interpret data. Psychologists use
three major types of research designs in their research, and each provides an essential avenue for
scientific investigation. Descriptive research is research that observes specific behaviors and
records the observation. Correlational research is research designed to discover relationships
among variables and to allow the prediction of future events from present knowledge.
Experimental research is research in which initial equivalence among research participants in
more than one group is created, followed by a manipulation of a given experience for these
groups and a measurement of the influence of the manipulation. Each of the three research
designs varies according to its strengths and limitations.
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Table 2.2 Characteristics of the Three Research Designs

Research Goal
design

Advantages Disadvantages

To observe and record
specific behaviors

Descriptive Provides a relatively complete
picture of what is occurring at a
given time. Allows the

development of questions for

Does not assess relationships
among variables. May be
unethical if participants do not
know they are being observed.

further study.

Correlational

To assess the
relationships between
and among two or more
variables

Allows testing of expected
relationships between and among
variables and the making of
predictions. Can assess these
relationships in everyday life
events.

Cannot be used to draw
inferences about the causal
relationships between and
among the variables.

Experimental

To assess the causal
impact of one or more
experimental
manipulations on a
dependent variable

Allows drawing of conclusions
about the causal relationships
among variables.

Cannot experimentally
manipulate many important

variables. May be expensive

and time consuming.

Source: Stangor, C. (2011). Research methods for the behavioral sciences (4th ed.). Mountain View, CA: Cengage.

Descriptive Research

Descriptive research is designed to create a snapshot of the current thoughts, feelings, or
behavior of individuals. This section reviews three types of descriptive research: Case studies,
surveys, and observations.

Case Study: Sometimes the data in a descriptive research project are based on only a small set
of individuals, often only one person or a single small group. These research designs are known
as case studies or descriptive records of one or more individual’s experiences and behavior.
Sometimes case studies involve ordinary individuals. Developmental psychologist Jean Piaget
observed his own children. More frequently, case studies are conducted on individuals who
have unusual or abnormal experiences. The assumption is that by carefully studying these
individuals, we can learn something about human nature.

A well-known case study is Phineas Gage, a man whose thoughts and emotions were extensively
studied after a tamping iron was blasted through his skull in an accident. Although there is a
question about the interpretation of this case study (Kotowicz, 2007), it did provide early

evidence that the brain’s frontal lobe is involved in emotion and morality (Damasio et al., 2005).
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Survey: In other studies, the data from descriptive
research projects come in the form of a survey,
questions administered through either an interview
or a written questionnaire to get a picture of the
beliefs or behaviors of a sample of people of
interest. The following categories are used for
individuals involved in a survey:

e Population is all the people that the T:igure 53
researcher wishes to know about. Political polls reported in
newspapers and on the Internet are
e Sample is the people chosen from the descriptive research designs that

provide snapshots of the likely

voting behavior of a population.
Thinkstock

population to participate in the research.

e Representative sample reflects the
population on key variables such as gender, ethnicity, and socio-economic status, and it is
necessary to draw valid conclusions about the population.

In election polls, for instance, a sample is taken from the population of all “likely voters” in the
upcoming elections. A representative sample of likely voters would include the same percentages
of males, females, age groups, ethnic groups, and socio-economic groups as the larger
population.

Observations: A final type of descriptive research is known as observation. When using
naturalistic observation, psychologists observe and record behavior that occurs in everyday
settings. For instance, a developmental psychologist might watch children on a playground and
describe what they say to each other. Laboratory observation is conducted in a setting created
by the researcher. This permits the researcher to control more aspects of the situation. One
example of laboratory observation involves a systematic procedure known as the strange
situation. This research is used to get a picture of how adults and young children interact.

Descriptive Statistics

The results of descriptive research projects are analyzed using descriptive statistics; that is,
numbers that summarize the distribution of scores on a measured variable. Most variables have
distributions where most of the scores are located near the center of the distribution and the
distribution is symmetrical and bell-shaped. A data distribution that is shaped liked a bell in
known as a normal distribution.

A distribution can be described in terms of its central tendency; that is, the point in the
distribution around which the data are centered. There are three measures of central tendency.
They include: The mean or arithmetic average is the most commonly used measure of central
tendency. It is computed by calculating the sum of all the scores of the variable and dividing this
sum by the number of participants in the distribution. In some cases, however, the data
distribution is not symmetrical. This occurs when there are one or more extreme scores, known
as outliers, at one end of the distribution. Consider, for instance, the variable of family income
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(see Figure 2.4), which includes an outlier of $3,800,000. In this case the mean is not a good
measure of central tendency. Although it appears from Figure 2.4 that the central tendency of the
family income variable should be around $70,000, the mean family income is actually $223,960.
The single very extreme income has a disproportionate impact on the mean, resulting in a value
that does not well represent the central tendency of the data.

The median is the score in the center of the distribution, meaning that 50% of the scores are
greater than the median and 50% of the scores are less than the median. The median is used as
an alternative measure of central tendency when distributions are not symmetrical. In our case,
the median household income ($73,000) is a much better indication of central tendency than is
the mean household income ($223,960).

A final measure of central tendency, known as the mode, represents the value that occurs most
frequently in the distribution. You can see from Figure 2.4, the mode for the family income
variable is $93,000 as it occurs four times. In addition to summarizing the central tendency of a
distribution, descriptive statistics convey information about how the scores of the variable are
spread around the central tendency. The distribution of family incomes is likely to be
nonsymmetrical because some incomes can be very large in comparison to most incomes. In this
case the median or the mode is a better indicator of central tendency than is the mean.

Figure 2.4 Family Income Distribution
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Dispersion refers to the extent to which the scores are all tightly clustered around the central
tendency. Figures 2.5 and 2.6 demonstrate the dispersion of scores. In Figure 2.5 the scores are
clustered together indicating little dispersion or variation in the scores, while in Figure 2.6 the
scores are spread out indicating greater dispersion or variation.
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Figure 2.5 Figure 2.6

One simple measure of dispersion is to find the range, which is the maximum observed score
minus the minimum observed score. However, the standard deviation, which is the measure of
the approximate average amount scores in a distribution deviate from the mean, is the most
commonly used measure of dispersion. Distributions with a larger standard deviation have more
spread.

Advantages and Disadvantages of Descriptive Research

An advantage of descriptive research is that it attempts to capture the complexity of everyday
behavior. Case studies provide detailed information about a single person or a small group of
people, surveys capture the thoughts or reported behaviors of a large population of people, and
observation objectively records the behavior of people or animals as it occurs. Thus, descriptive
research is used to provide a relatively complete understanding of what is currently happening.

Despite these advantages, descriptive research has a distinct disadvantage in that, although it
allows us to get an idea of what is currently happening, it is usually limited to static pictures.
Although descriptions of particular experiences may be interesting, they are not always
transferable to other individuals in other situations, nor do they tell us exactly why specific
behaviors or events occurred. For instance, descriptions of individuals who have suffered a
stressful event, such as a war or an earthquake, can be used to understand the individuals’
reactions to the event but cannot tell us anything about the long-term effects of the stress.
Because there is no comparison group that did not experience the stressful situation, we cannot
know what these individuals would be like if they had not had the stressful experience.

Correlational Research

In contrast to descriptive research, which is designed primarily to provide static pictures,
correlational research involves the measurement of two or more relevant variables and an
assessment of the relationship among those variables. For instance, the variables of height and
weight are correlated because taller people generally weigh more than shorter people. In the
same way, study time and memory errors are also correlated, because the more time a person is
given to study a list of words, the fewer errors he or she will make.
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When variables change in the same direction, the relationship is said to be a positive
correlation. Examples of positive correlations include those between height and weight,
education and income, and age and mathematical abilities in children. In each case, people who
score higher on one of the variables also score higher on the other variable. In contrast, a
negative correlation occurs when values for one variable change in the opposite direction for
the other variable. Examples of negative correlations include those between the age of a child
and the number of diapers the child uses, and between amount of time studying and the number
of errors made on a test. In these cases, people who score higher on one of the variables score
lower on the other variable.

One way of organizing the data from a correlational study with two variables is to graph the
values of each of the measured variables using a scatter plot, a visual image of the relationship
between two variables. As you can see in Figure 2.7, a point represents the intersection of a
subject’s scores for two variables. When the association between the variables on the scatter plot
can be easily approximated with a straight line, as in parts (a) and (b) of Figure 2.7, the
variables are said to have a linear relationship.
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The Pearson Correlation Coefficient, symbolized by the letter r, is the most common statistical
measure of the strength of linear relationships among variables. The value of the correlation
coefficient ranges from r=-1.00 to r = +1.00. The direction of the linear relationship is indicated
by the sign of the correlation coefficient. Positive values of r (such as r = .54 or r = .67) indicate
that the relationship is positive linear (i.e., the pattern of the dots on the scatter plot runs from the
lower left to the upper right), whereas negative values of r (such as r = —.30 or r =—.72) indicate
negative linear relationships (i.e., the dots run from the upper left to the lower right). The
strength of the linear relationship is indexed by the distance of the correlation coefficient from
zero. For instance, r = —.54 is a stronger relationship than r= .30, and r = .72 is a stronger
relationship than r = —.57.
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Relationships between variables that cannot be described with a straight line are known

as nonlinear relationships. Examples of nonlinear relationships include independent and
curvilinear. Part (c) of Figure 2.7 shows a common pattern in which the distribution of the points
is essentially random. In this example, there is no relationship at all between the two variables,
and they are said to be independent. Parts (d) and (e) show patterns of association in which,
although there is an association, the points are not well described by a single straight line. For
instance, part (d) shows the type of relationship that frequently occurs between anxiety and
performance. Increases in anxiety from low to moderate levels are associated with performance
increases, whereas increases in anxiety from moderate to high levels are associated with
decreases in performance. Relationships that change in direction and thus are not described by a
single straight line are called curvilinear relationships.

An important limitation of correlational research designs is that they cannot be used to draw
conclusions about the causal relationships among the measured variables. Consider, for instance,
a researcher who has hypothesized that viewing violent behavior will cause increased aggressive
play in children. He has collected, from a sample of fourth-grade children, a measure of how
much violent television each child views during the week, as well as a measure of how
aggressively each child plays on the school playground. From his collected data, the researcher
discovers a positive correlation between the two measured variables. Although this positive
correlation appears to support the researcher’s hypothesis, it cannot be taken to indicate that
viewing violent television causes aggressive behavior.

Figure 2.8

Viewing violent TV P Aggressive play

Although the researcher is tempted to assume that viewing violent television causes aggressive
play (see Figure 2.8) there are other possibilities. One alternate possibility is that the causal
direction is exactly opposite from what has been hypothesized (see Figure 2.9). Perhaps children
who have behaved aggressively at school develop residual excitement that leads them to want to
watch violent television shows at home:

Figure 2.9

Viewing violent TV = Aggressive play
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Although this possibility may seem less likely, there is no way to rule out the possibility of such
reverse causation on the basis of this observed correlation. It is also possible that both causal
directions are operating and that the two variables cause each other (see Figure 2.10):

Figure 2.10

<

Viewing violent TV > Aggressive play

Third Variables: Still another possible explanation for the observed correlation is that it has
been produced by the presence of a third variable. A third variable is a variable that is not part
of the research hypothesis but produces the observed correlation between them. In our example a
potential third variable is the discipline style of the children’s parents (See Figure 2.11). Parents
who use a harsh and punitive discipline style may produce children who both like to watch
violent television and who behave aggressively in comparison to children whose parents use less
harsh discipline:

Figure 2.11
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Viewing violent TV Aggressive play

Parents’ discipline style

In this case, television viewing and aggressive play would be positively correlated, as indicated
by the curved arrow between them, even though neither one caused the other but they were both
caused by the discipline style of the parents, the straight arrows. When the variables are both
caused by a third variable, the observed relationship is said to be spurious. If effects of the third
variable were taken away, or controlled for, the relationship between the variables would
disappear. In the example the relationship between aggression and television viewing might be
spurious because by controlling for the effect of the parents’ disciplining style, the relationship
between television viewing and aggressive behavior might go away.

Third variables in correlational research designs can be thought of as mystery variables because,
as they have not been measured, and their presence and identity are usually unknown to the
researcher. Since it is not possible to measure every variable that could cause both the variables,
the existence of an unknown third variable is always a possibility. For this reason, we are left
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with the basic limitation of correlational research: Correlation does not demonstrate
causation. It is important that when you read about correlational research projects, you keep in
mind the possibility of spurious relationships, and be sure to interpret the findings appropriately.
Although correlational research is sometimes reported as demonstrating causality without any
mention being made of the possibility of reverse causation or third variables, informed
consumers of research, like you, are aware of these interpretational problems.

Advantages and Disadvantages of Correlational Research

In sum, correlational research designs have both advantages and disadvantages. One strength is
that they can be used when experimental research is not possible because the variables cannot be
manipulated. Correlational designs also have the advantage of allowing the researcher to study
behavior as it occurs in everyday life. Additionally, we can also use correlational designs to
make predictions, for instance, to predict from the scores on their battery of tests the success of
job trainees during a training session. However, we cannot use such correlational information to
determine whether the training caused better job performance. For that, researchers rely on
experiments.

Experimental Research

The goal of the experimental research is to provide more definitive conclusions about the
causal relationships among the variables in the research hypothesis than is available from
correlational research. In the experimental research design, the variables of interest are called
the independent variable and the dependent variable. The independent variable in an
experiment is the causing variable that is created or manipulated by the experimenter. The
dependent variable in an experiment is a measured variable that is expected to be influenced by
the experimental manipulation. In other words, this variable is dependent on the experimental
manipulation. The research hypothesis suggests that the manipulated independent variable will
cause changes in the measured dependent variable.

A good experiment has at least two groups that are compared. The experimental group
receives the experimenters’ manipulation. For example, the experimental group might receive a
new medication for depression. The comparison group, often called the control group, receives
either no manipulation or nothing out of the ordinary. For example, the control group might
receive their current medication for depression or a placebo, which is often just a sugar pill.
The research hypothesis suggests that the manipulated independent variable or variables will
cause changes in the measured dependent variables. Specifically, the new drug for depression
will cause a decrease in depressive symptions in the experimental group when compared to the
control group. To ensure that the participants in the experimental group and control group are
equal in terms of demographic characterisitcs (e.g., gender, age, race, socioeconomic status,
symptoms), they must be randomly assigned to the groups. When using random assignment,
each participant is assigned to a group through a random process, such as drawing numbers or
using a random number table.
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Research Focus: Video Games and Aggression

Consider an experiment conducted by Anderson and Dill (2000). The study was designed to test
the hypothesis that viewing violent video games would increase aggressive behavior. In this
research, male and female undergraduates from lowa State University were given a chance to
play with either a violent video game (Wolfenstein 3D) or a nonviolent video game (Myst).
During the experimental session, the participants played their assigned video games for 15
minutes. Then, after the play, each participant played a competitive game with an opponent in
which the participant could deliver blasts of white noise through the earphones of the opponent.
The operational definition of the dependent variable (aggressive behavior) was the level and
duration of noise delivered to the opponent. The design of the experiment is shown in Figure
2.12

Figure 2.12 An Experimental Research Design
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Anderson and Dill first randomly assigned about 100 participants to each of their two groups
(Group A and Group B). Because they used random assignment to conditions, they could be
confident that, before the experimental manipulation occurred, the students in Group A were, on
average, equivalent to the students in Group B on every possible variable, including variables
that are likely to be related to aggression, such as parental discipline style, peer relationships,
hormone levels, diet, and in fact everything else.

Then, after they had created initial equivalence, Anderson and Dill created the experimental
manipulation. They had the participants in Group A play the violent game and the participants in
Group B play the nonviolent game. Then they compared the dependent variable, which was the
white noise blasts, between the two groups, finding that the students who had viewed the violent
video game gave significantly longer noise blasts than did the students who had played the
nonviolent game.

Anderson and Dill had from the outset created initial equivalence between the groups. This
initial equivalence allowed them to observe differences in the white noise levels between the two
groups after the experimental manipulation, leading to the conclusion that it was the independent
variable, and not some other variable, that caused these differences. The idea is that the only
thing that was different between the students in the two groups was the video game they had
played.
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Experimental designs have two very nice features. For one, they guarantee that the independent
variable occurs prior to the measurement of the dependent variable. This eliminates the
possibility of reverse causation. Second, the influence of third variables is controlled, and thus
eliminated, by creating initial equivalence through randomly assigning the participants in each of
the study groups before the manipulation occurs.

Despite the advantage of determining causation, experiments do have limitations. One is that
they are often conducted in laboratory situations rather than in the everyday lives of people.
Therefore, we do not know whether results that we find in a laboratory setting will necessarily
hold up in everyday life. Second, and more important, is that some of the most interesting and
key social variables cannot be experimentally manipulated because of both practical and ethical
concerns. If we want to study the influence of the size of a mob on the destructiveness of its
behavior, or to compare the personality characteristics of people who join suicide cults with
those of people who do not join such cults, these relationships must be assessed using
correlational designs, because it is simply not possible to experimentally manipulate these
variables.

Key Takeaways

o Descriptive, correlational, and experimental research designs are used to collect
and analyze data.

o Descriptive designs include case studies, surveys, and observations. The goal of these
designs is to get a picture of the current thoughts, feelings, or behaviors in a given
group of people. Descriptive research is summarized using descriptive statistics.

o Correlational research designs measure two or more relevant variables and assess a
relationship between or among them. The Pearson Correlation Coefficient (r) is a
measure of the strength of linear relationship between two variables.

o The possibility of third variables makes it impossible to draw causal conclusions
from correlational research designs.

o Experimental research involves the manipulation of an independent variable and
the measurement of a dependent variable. Random assignment to conditions (e.g.
experimental group or control group) is normally used to create initial equivalence
between the groups, allowing researchers to draw causal conclusions.

Exercises and Critical Thinking

1. There is a negative correlation between the row that a student sits in in a large class
(when the rows are numbered from front to back) and his or her final grade in the
class. Do you think this represents a causal relationship or a third variable, and why?
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2. Think of two variables, other than those mentioned in this book, that are likely to be
correlated, but in which the correlation is probably spurious. What is the likely third
variable that is producing the relationship?

3. Imagine a researcher wants to test the hypothesis that participating in psychotherapy
will cause a decrease in reported anxiety. Describe the type of research design the
investigator might use to draw this conclusion. What would be the independent and
dependent variables in the research?

Factors that Contribute to Credible Research

Learning Objectives

1. Explain how a double-blind experiment is used to overcome experimenter bias and
participant expectancy effects.

2. Define placebo and explain how placebos are used to prevent expectations from
leading to faulty conclusions.

Validity: Good research is valid research meaning the conclusions drawn by the researcher are
legitimate. For instance, if a researcher concludes that participating in psychotherapy reduces
anxiety, the research is valid only if the therapy works. Unfortunately, there are many threats to
the validity of research, and these threats may sometimes lead to unwarranted conclusions.
Often, and despite researchers’ best intentions, some of the research reported on websites as well
as in newspapers, magazines, and even scientific journals is invalid. Validity is not an all-or-
nothing proposition, which means that some research is more valid than other research.

Normally, we can assume that the researchers have done their best to assure the validity of their
measures. But it is appropriate for you, as an informed consumer of research, to question this. It
is always important to remember that the ability to learn about the relationship between the
variables in a research hypothesis is dependent on the operational definitions of the measured
variables. The measures may not really measure the conceptual variables that they are designed

to assess. If, for example, a specific I1Q test does not really measure intelligence, then it cannot be
used to draw accurate conclusions (Nunnally, 1978).

Reliability: One threat to valid research is that the measured variables are not reliable or
consistent. For example, a bathroom scale is usually reliable because if we step on and off, the
scale will consistently measure the same weight every time. Other measures, including some
psychological tests that will be discussed later in later chapters, may be less reliable and thus less
valid.

Statistical Significance: The statistical methods that scientists use to test their research
hypotheses are based on probability estimates. You will see statements in research reports
indicating that the results were statistically significant or not statistically significant. Statistical
significance refers to the confidence with which a scientist can conclude that data are not due to
chance or random error. When a researcher concludes that a result is statistically significant, he
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or she has determined that the observed data was very unlikely to have been caused by chance
factors alone. Hence, there is likely a real relationship between or among the variables in the
research design. Otherwise, the researcher concludes that the results were not statistically
significant. Normally, we can assume that the researchers have done their best to ensure the
statistical conclusion validity of a research design, but we must always keep in mind that
inferences about data are probabilistic and never certain, this is why research never proves a
theory.

A possible threat to validity is experimenter bias, a situation in which the experimenter subtly
treats the research participants in the various experimental conditions differently, resulting in an
invalid confirmation of the research hypothesis. In one study demonstrating experimenter bias,
Rosenthal and Fode (1963) sent twelve students to test a research hypothesis concerning maze
learning in rats. Although it was not initially revealed to the students, they were actually the
participants in an experiment. Six of the students were randomly told that the rats they would be
testing had been bred to be highly intelligent. The other six students were led to believe that the
rats had been bred to be unintelligent. In reality, there were no differences among the rats given
to the two groups of students. When the students returned with their data, a startling result
emerged. The rats run by students who expected them to be intelligent showed significantly
better maze learning than the rats run by students who expected them to be unintelligent.
Somehow the students’ expectations influenced their data. They evidently did something
different when they tested the rats, perhaps subtly changing how they timed the maze running or
how they treated the rats. This experimenter bias probably occurred entirely out of their
awareness.

Double-Blind Experiments: To avoid experimenter bias, researchers frequently run experiments
in which the researchers are blind to condition. This means that although the experimenters
know the research hypotheses, they do not know which conditions the participants are assigned
to. Experimenter bias cannot occur if the researcher is blind to condition. In a double-blind
experiment, both the researcher and the research participants are unaware of which subjects
are receiving the active treatment. For instance, in a double-blind trial of a drug, the researcher
does not know whether the drug being given is the real drug or the ineffective placebo, and the
patients also do not know which they are getting. Double-blind experiments eliminate the
potential for experimenter effects and at the same time eliminate the effects of a placebo.

Replication: Any single test of a research hypothesis will always be limited in terms of what it
can show, and consequently, important advances in science are never the result of a single
research project. Advances occur through the accumulation of knowledge that comes from many
different tests of the same theory or research hypothesis. These tests are conducted by different
researchers using different research designs, participants, and operational definitions of the
independent and dependent variables. The process of repeating previous research, which forms
the basis of all scientific inquiry, is known as replication.

Generalization refers to the extent to which relationships among conceptual variables can be
demonstrated in a wide variety of people and a wide variety of manipulated or measured
variables. Psychologists who use college students as participants in their research may be
concerned about generalization, wondering if their research will generalize to people who are not
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college students. Likewise, researchers who study the behaviors of employees in one company
may wonder whether the same findings would translate to other companies. Whenever there is
reason to suspect that a result found for one sample of participants would not hold up for another
sample, then research may be conducted with these other populations to test for generalization.

Recently, many psychologists have been interested in testing hypotheses about the extent to
which a result will duplicate the original results for people from different cultures (Heine, 2010).
For instance, a researcher might test whether the effects on aggression of viewing violent video
games are the same for Japanese children as they are for American children by showing violent
and nonviolent films to a sample of both Japanese and American schoolchildren. If the results are
the same in both cultures, then we say that the results have generalized, but if they are different,
then we have learned a limiting condition of the effect (see Figure 2.13).

Figure 2.13: A Cross-Cultural Replication In a cross-cultural replication, external
Culture validity is observed if the same effects
that have been found in one culture are

EL Japan replicated in another culture. If they are
not replicated in the new culture, then a
More limiting condition of the original results
Violent wesiviny i is found.
v observed
£s .
g’g Unless the researcher has a specific
55 reason to believe that generalization will
> Nonviolent not hold, it is appropriate to assume that
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a result found in one population, even if
that population is college students, will
generalize to other populations. Because
the investigator can never demonstrate
that the research results generalize to all
populations, it is not expected that the
researcher will attempt to do so. Rather,
the burden of proof rests on those who claim that a result will not generalize. Remember:
research results apply to populations. Individual differences within populations also exist, and
rates of individual variation may also be generalized.

Critically Evaluating the Validity of Websites

The validity of research reports published in scientific journals is likely to be high because the
hypotheses, methods, results, and conclusions of the research have been rigorously evaluated by
other scientists before the research was published. Most peer reviewed articles have also been
checked for factual accuracy. For this reason, you will want to use peer-reviewed journal
articles as your major source of information about psychological research.

Although peer reviewed research articles are the gold standard for validity, you may also need to

get information from other sources. The Internet is a vast source of information from which you
can learn about almost anything, including psychology. Wikipedia may be a good starting point
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to find general information about a subject, but most professors will not accept this source as a
reference for college-level work. Search engines, such as Google or Yahoo!, bring hundreds or
thousands of hits on a topic. GoogleScholar is a more academic source than Google, and is a
better place to start your search. You can also try our library’s databases for access to sources that
have been organized by discipline.

Although you will naturally use the web to help you find information about fields such as
psychology, you must also realize that it is important to carefully evaluate the validity of the
information you get from the web. You must try to distinguish information that is based on
empirical research from information that is based on opinion, and between valid and invalid data.
The following material may be helpful to you in learning to make these distinctions.

The techniques for evaluating the validity of websites are similar to those that are applied to
evaluating any other source of information. Ask first about the source of the information. Is the
domain a.”com” (business), .”gov” (government), .”edu” (educational institution) or .”org”
(nonprofit) entity? This information can help you determine the author’s (or organization’s)
purpose in publishing the website. Try to determine where the information is coming from. Is the
data being summarized from objective sources, such as journal articles or academic or
government agencies? Does it seem that the author is interpreting the information as objectively
as possible, or is the data being interpreted to support a particular point of view? Consider what
groups, individuals, and political or commercial interests stand to gain from the site. Is the
website potentially part of an advocacy group whose web pages reflect the positions of the
group? Material from any group’s site may be useful, but try to be aware of the group’s purposes
and potential biases.

Also, ask whether the authors themselves appear to be a trustworthy source of information. Do
they hold positions in an academic institution? Do they have peer-reviewed publications in
scientific journals? Many useful web pages appear as part of organizational sites and reflect the
work of that organization. You can be more certain of the validity of the information if it is
sponsored by a professional organization, such as the American Psychological Association
(APA) or the American Psychological Society.

Try to check on the accuracy of the material and discern whether the sources of information
seem current. Is the information cited such that you can read it in its original form? Reputable
websites will probably link to other reputable sources, such as journal articles and scholarly
books.

It is fair to say that all authors, researchers, and organizations have at least some bias and that the
information from any site can be invalid. But good material attempts to be fair by acknowledging
other possible positions, interpretations, or conclusions. A critical examination of the websites
you browse for information will help you determine if the information is valid. It will also give
you more confidence in the information you take from it.
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Key Takeaways

o Research is said to be valid when the conclusions drawn by the researcher are
legitimate. Because all research has the potential to be invalid, no research ever
“proves” a theory or research hypothesis.

« Reliability, or consistency, is important for research to be valid.

« Statistical significance refers to the confidence with which a scientist can conclude
that the research data are not due to chance or random error.

o Replication, or repeating previous research, is important to ensure research results are
accurate.

e Research using a double-blind method helps control for experimenter bias and
participant expectations.

« Internet research is more likely to produce valid results if consumers use websites
that are established by organizations such as the American Psychological
Association or if they limit their searches to websites that are .edu (educational
instructions) or .gov (government).

Exercises and Critical Thinking

1. The Pepsi Cola Corporation, now PepsiCo Inc., conducted the “Pepsi Challenge” by
randomly assigning individuals to taste either a Pepsi or a Coke. The researchers
labeled the glasses with only an “M” (for Pepsi) or a “Q” (for Coke) and asked the
participants to rate how much they liked the beverage. The research showed that
subjects overwhelmingly preferred glass “M” over glass “Q,” and the researchers
concluded that Pepsi was preferred to Coke. Can you tell what confounding variable is
present in this research design? How would you redesign the research to eliminate the
confounding variable?

2. Go to the website for the American Psychological Association http://www.apa.org/
and explore the resources provided for consumers, students, and professionals.

Videos and Activities

1. Placebo effect in Scientific American Frontiers episode on the Wonder
drug in season 13. http://www.chedd-angier.com/frontiers/season13.html
2. If you are interested in learning to work with correlations, you can try the
following activity:
http://psych.hanover.edu/JavaTest/NeuroAnim/stats/Correl1_instr.html
3. Google Scholar can be accessed at: http://scholar.google.com/
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Chapter Summary

Psychologists study the behavior of both humans and animals. The main purpose of this research
is to help us understand people and to improve the quality of human lives.

Psychological research may be either basic or applied. Basic research and applied research
complement each other, and advances in science occur more rapidly when each type of research
is conducted.

The results of psychological research are reported primarily in research reports in scientific
journals. These research reports have been evaluated, critiqued, and improved by other scientists
through the process of peer review.

The methods used by scientists have developed over many years and provide a common
framework through which information can be collected, organized, and shared.

The scientific method is the set of assumptions, rules, and procedures that scientists use to
conduct research. In addition to requiring that science be empirical, the scientific method
demands that the procedures used are objective, or free from personal bias.

Scientific findings are organized by theories, which are used to summarize and make new
predictions. Theories are usually framed too broadly to be tested in a single experiment.
Therefore, scientists normally use the research hypothesis as a basis for their research.

Scientists use operational definitions to turn the ideas of interest, or conceptual variables, into
measured variables.

Decisions about whether psychological research using human and animals is ethical are made
using established ethical codes developed by scientific organizations and on the basis of
judgments made by the local Institutional Review Board. These decisions are made through a
cost-benefit analysis. If the potential costs of the research appear to outweigh any potential
benefits that might come from it, then the research should not proceed.

Descriptive research is designed to observe and record behaviors. A representative sample of
individuals from the population is studied. Descriptive research allows the development of
questions for further study, but does not assess relationships among variables. The results of
descriptive research projects are analyzed using descriptive statistics. Types of descriptive
research include observations, case studies, and surveys.

Correlational research assesses the relationships between and among two or more variables. It
allows making predictions, but cannot be used to draw inferences about the causal relationships
between and among the variables. Linear relationships between variables are normally analyzed
using the Pearson correlation coefficient.

The goal of experimental research is to assess the causal impact of one or more experimental
manipulations on a dependent variable. Important terms to learn include independent variable,
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dependent variable, random assignment, experimental group, control group, and placebo.
Experimental designs are not always possible because many important variables cannot be
experimentally manipulated.

Because all research has the potential for invalidity, research never proves a theory or
hypothesis. Research can provide evidence to support or not support a theory.

Informed consumers are aware of the strengths and limitations of research. Research using a
double-blind method helps control for experimenter bias and participant expectations. Placebos
may also be used to control for participant expectations.
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Chapter 3 Brain and Behavior

Learning Objectives

1. Describe the nervous system and the endocrine system.

Every behavior begins with biology. Our behaviors, as well as our thoughts and feelings, are
produced by the actions of our brains, nerves, muscles, and glands. In this chapter we will begin
our journey into the world of psychology by considering the biological makeup of the human
being, including the most remarkable of human organs, the brain. We’ll consider the structure of
the brain and also the methods that psychologists use to study the brain and to understand how it
works.

We will see that the body is controlled by an information highway known as the nervous system,
a collection of hundreds of billions of specialized and interconnected cells through which
messages are sent between the brain and the rest of the body. The nervous system consists of the
central nervous system (CNS), made up of the brain and the spinal cord, and the peripheral
nervous system (PNS), the neurons that link the CNS to our skin, muscles, and glands. We will
see that our behavior is also influenced in large part by the endocrine system, the chemical
regulator of the body that consists of glands that secrete hormones.

An understanding of the biology underlying psychological processes is an important cornerstone
of understanding psychology. We will consider throughout the chapter how our biology
influences important human behaviors, including our mental and physical health, our reactions to
drugs, as well as our aggressive responses and our perceptions of other people. This chapter is
particularly important for contemporary psychology because the ability to measure biological
aspects of behavior, including the structure and function of the human brain, is progressing
rapidly, and understanding the biological foundations of behavior is an increasingly important
line of psychological study.

The Neuron Is the Building Block of the Nervous System

Learning Objectives

1. Describe the structure and functions of the neuron.

2. Define the terms action potential and resting potential, and explain the process of
activation in a neuron.

3. Define the terms synapse and neurotransmitter.

4. Describe the effect of neurotransmitters on behavior.

5. List the maior neurotransmitters and explain their functions.
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The nervous system is composed of approximately 86 billion cells known as neurons Jarrett,
2015). A neuron is a cell in the nervous system whose function it is to receive and transmit
information. As you can see in Figure 3.1, neurons are made up of three major parts: a cell body,
or soma, which contains the nucleus of the cell and keeps the cell alive; a branching treelike
fiber known as the dendrite, which collects information from other cells and sends the
information to the soma; and a long, segmented fiber known as the axon, which transmits
information away from the cell body toward other neurons or to the muscles and glands.

Figure 3.1 Components of the Neuron

Terminal buttons
(form junctions
with other cells)

Cell body Dendrites
(soma) (receive messages
from other cells) Dendrites
(from another
/ﬂ neuron)
Axon /\

(passes messages away
from the cell body to
other neurons, muscles,
or glands)

Action potential

(electrical signal

traveling down Myelin sheath

the axon) (covers the axon of some
neurons and helps speed
neural impulses)

Some neurons have hundreds or even thousands of
dendrites, and these dendrites may themselves be
branched to allow the cell to receive information
from thousands of other cells. The axons are also
specialized, and some, such as those that send
messages from the spinal cord to the muscles in the
hands or feet, may be very long, even up to several
feet in length. To improve the speed of their
communication, and to keep their electrical charges
from shorting out with other neurons, axons are often

. h Figure 3.2
surrounded by a myelin sheath. The myelin sheath The nervous system, including the brain, is
is a layer of fatty tissue surrounding the axon of a made up of billions of interlinked neurons.
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branch is a terminal button, which forms junctions
with other neurons.
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Supporting all these neurons are billions more glial cells (glia), cells that surround and link to
the neurons, protecting them, providing them with nutrients, and absorbing unused
neurotransmitters. Glial cells come in different forms and have different functions. For instance,
the myelin sheath surrounding the axon of many neurons is a type of glial cell. The myelin
sheath acts as insulation and speeds transmission of the electrical impulse in the neuron. Glia are
also necessary for the development of the synapses, where chemical transmission of impulses
occurs (Ullian, Sapperstein, Christopherson & Barres, 2001). The glia are essential partners of
neurons, without which the neurons could not survive or function (Miller, 2005).

Neurons Communicate Using Electricity and Chemicals

The nervous system operates using an electrochemical process, which occurs when an electrical
charge moves through the neuron itself and chemicals are used to transmit information between
neurons. Within the neuron, when a signal is received by the dendrites, it is transmitted to the
soma in the form of an electrical signal, and, if the signal is strong enough, it may then be passed
on to the axon and then to the terminal buttons. If the signal reaches the terminal buttons, they
are signaled to emit chemicals known as neurotransmitters, which communicate with other
neurons by crossing the synapse, or space between the cells.

The electrical signal moves through the neuron as a result of changes in the electrical charge of
the axon. Normally, the axon remains in the resting potential, a state in which the interior of the
neuron contains a greater number of negatively charged ions than does the area outside the cell.
When the segment of the axon that is closest to the cell body is stimulated by an electrical signal
from the dendrites, and if this electrical signal is strong enough that it passes a certain level or
threshold, the cell membrane in this first segment opens its gates, allowing positively charged
sodium ions that were previously kept )

out to enter. This change in electrical Figure 3.3

charge that occurs in a neuron when a The Myelin Sheath and the Nodes of Ranvier
nerve impulse is transmitted is known

as the action potential. Once the action Axon Nodes of Ranvier
potential occurs, the number of positive ﬁ
ions exceeds the number of negative D j .

ions in this segment, and the segment
temporarily becomes positively charged. .
Myelin sheath

As you can see in Figure 3.3, the axon _
is segmented by a series of breaks The myelin sheath wraps around the axon but also leaves

. small gaps called the nodes of Ranvier. The action potential
between the sausage-like segments of gap P

) jumps from node to node as it travels down the axon.
the myelin sheath. Each of these gaps
is a node of Ranvier. The electrical charge moves down the axon from segment to segment, in a
set of small jJumps, moving from node to node. When the action potential occurs in the first
segment of the axon, it quickly creates a similar change in the next segment, which then
stimulates the next segment and so forth as the positive electrical impulse continues all the way
down to the end of the axon. As each new segment becomes positive, the membrane in the prior
segment closes up again, and the segment returns to its negative resting potential. In this way, the
action potential is transmitted along the axon, toward the terminal buttons. The entire response
along the length of the axon is very fast as it can happen up to 1,000 times each second.
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An important aspect of the action potential is that it operates in an all or nothing manner, and
this means that the neuron either fires completely, such that the action potential moves all the
way down the axon, or it does not fire at all. Thus, neurons can provide more energy to the
neurons down the line by firing faster but not by firing more strongly. Furthermore, the neuron is
prevented from repeated firing by the presence of a refractory period, which is a brief time after
the firing of the axon in which the axon cannot fire again because the neuron has not yet
returned to its resting potential.

Neurotransmitters: The Body’s Chemical Messengers

Not only do the neural signals travel via electrical charges within the neuron, but they also travel
via chemical transmission between the neurons. Neurons are separated by junction areas known
as synapses, areas where the terminal buttons at the end of the axon of one neuron nearly, but
do not quite, touch the dendrites of another. The synapses provide a remarkable function because
they allow each axon to communicate with many dendrites in neighboring cells. Because a
neuron may have synaptic connections with thousands of other neurons, the communication links
among the neurons in the nervous system allow for a highly sophisticated communication

system (see Figure 3.4).

Action
potential
o
Terminal buttons

of transmitting
neuron

Synaptic
¥ Sap\ Dendrite of

receiving neuron

Receptor sites

Receptor sites
on receiving neuron

Figure 3.4 The Synapse

When the nerve impulse reaches the terminal button, it triggers the release of neurotransmitters into the
synapse. The neurotransmitters fit into receptors on the receiving dendrites in the manner of a lock and
key.

When the electrical impulse from the action potential reaches the end of the axon, it signals the
terminal buttons to release neurotransmitters into the synapse. A neurotransmitter is a chemical
that relays signals across the synapses between neurons. Neurotransmitters travel across the
synaptic space between the terminal button of one neuron and the dendrites of other neurons,
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where they bind to the dendrites in the neighboring neurons. Furthermore, different terminal
buttons release different neurotransmitters, and different dendrites are particularly sensitive to
different neurotransmitters. The dendrites will admit the neurotransmitters only if they are the
right shape to fit in the receptor sites on the receiving neuron. For this reason, the receptor sites
and neurotransmitters are often compared to a lock and key.

When neurotransmitters are accepted by the receptors on the receiving neurons their effect may
be either excitatory in that they make the cell more likely to fire, or inhibitory, making the cell
less likely to fire. Furthermore, if the receiving neuron is able to accept more than one
neurotransmitter, then it will be influenced by the excitatory and inhibitory processes of each. If
the excitatory effects of the neurotransmitters are greater than the inhibitory influences of the
neurotransmitters, the neuron moves closer to its firing threshold, and if it reaches the threshold,
the action potential and the process of transferring information through the neuron begins.

Neurotransmitters that are not accepted by the receptor sites must be removed from the synapse
in order for the next potential stimulation of the neuron to happen. This process occurs in part
through the breaking down of the neurotransmitters by enzymes, called inactivation, and in part
through reuptake, a process in which neurotransmitters that are in the synapse are reabsorbed
into the transmitting terminal buttons, ready to again be released after the neuron fires.

More than 100 chemical substances produced in the body have been identified as
neurotransmitters, and these substances have a wide and profound effect on emotion, cognition,
and behavior. Neurotransmitters regulate our appetite, our memory, our emotions, as well as our
muscle action and movement. As can be seen in Table 3.1, some neurotransmitters are also
associated with psychological and physical diseases.

Some of these neurotransmitters will be discussed again later in the text when psychological
problems are explained. Dopamine, is involved in motivation and emotion, and is linked to
schizophrenia. Serotonin, is involved in mood, sleep, and aggression, and is linked to depression.
Acetylcholine, is involved in memory, and is linked to Alzheimer's disease. On a more positive
note, endorphins, neurotransmitters released by vigorous exercise, are the body's natural pain
relievers.

Some chemicals in the body can occur either as neurotransmitters or hormones, which are
chemicals in the bloodstream that affect behavior. Norepinephrine, also known as
noradrenaling, is one of these chemicals with a dual role. As a neurotransmitter, norepinephrine
increases arousal and plays a role in learning and memory. Norepinephrine produced by the
sympathetic nervous system also stimulates the biological responses associated with fear and
anxiety. As both a neurotransmitter and a hormone, norepinephrine is part of the fight-flight
response that elevates heart rate, causes the release of blood glucose, and increases blood flow to
the muscles in preparation for emergency action.
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Table 3.1 The Major Neurotransmitters and Their Functions

Neurotransmitter

Description and function

Notes

Acetylcholine (ACh)

A common neurotransmitter used in the

spinal cord and motor neurons to
stimulate muscle contractions.

It’s also used in the brain to regulate
memory, sleeping, and dreaming.

Alzheimer’s disease is associated with an
undersupply of acetylcholine. Nicotine is an
agonist that acts like acetylcholine.

aminobutyric acid)

neurotransmitter in the brain.

Dopamine Involved in movement, motivation, Schizophrenia is linked to increases in
and emotion, Dopamine produces dopamine activity, whereas Parkinson’s disease
feelings of pleasure when released by | is linked to reductions in dopamine.
the brain’s reward system, and it is
also involved in learning.

Endorphins Released in response to behaviors | Endorphins are natural pain relievers. They are
such as vigorous exercise, orgasm, | related to the compounds found in drugs such as
and eating spicy foods. opium, morphine, and heroin. The release of

endorphins creates the runner’s high that is
experienced after intense physical exertion.

GABA (gamma- The major inhibitory A lack of GABA can lead to involuntary motor

actions, including tremors and seizures. Alcohol
stimulates the release of GABA, which inhibits the
nervous system and makes us feel drunk.

Low levels of GABA can produce anxiety, and
GABA agonists are used to reduce anxiety.

mood, appetite, sleep, and aggression.

Glutamate The most common neurotransmitter, it | Excess glutamate can cause overstimulation,
is released in more than 90% of the migraines and seizures.
brain’s synapses. Glutamate is found
in the food additive MSG
(monosodium glutamate).
Serotonin Involved in many functions, including | Low levels of serotonin are associated with

depression, and some drugs designed to treat
depression are known as selective serotonin
reuptake inhibitors, or SSRIs. They serve to
prevent their reuptake.

Drugs that we might ingest, either for medical reasons or recreationally, can act like
neurotransmitters to influence our thoughts, feelings, and behavior. An agonist is a drug that has
chemical properties similar to a particular neurotransmitter and thus mimics the effects of the
neurotransmitter or increases the activity of a neurotransmitter. When an agonist is ingested, it
binds to the receptor sites in the dendrites to excite the neuron, acting as if more of the
neurotransmitter had been present. Still other agonists work by blocking the reuptake of the
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neurotransmitter itself. When reuptake is reduced by the drug, more neurotransmitter remains in
the synapse, increasing its action. As an example, cocaine is an agonist for the neurotransmitter
dopamine. Cocaine blocks the reuptake of dopamine thus increasing its effect. An antagonist is
a drug that reduces or stops the normal effects of a neurotransmitter. When an antagonist is
ingested, it binds to the receptor sites in the dendrite, thereby blocking the neurotransmitter. As
an example, the poison curare is an antagonist for the neurotransmitter acetylcholine. When the
poison enters the body, it binds to the dendrites, stops communication among the neurons, and
usually causes death.

Key Takeaways

e The central nervous system (CNS) is the collection of neurons that make up the brain
and the spinal cord.

e The peripheral nervous system (PNS) is the collection of neurons that link the CNS to
our skin, muscles, and glands.

e Neurons are specialized cells, found in the nervous system, which transmit information.
Neurons contain dendrites, a soma, and an axon.

e Some axons are covered with a fatty substance known as the myelin sheath, which
surrounds the axon, acting as an insulator and allowing faster transmission of the
electrical signal.

e The dendrite is a treelike extension that receives information from other neurons and
transmits electrical stimulation to the soma.

e The axon is an elongated fiber that transfers information from the soma to the terminal
buttons.

e Neurotransmitters relay information chemically from the terminal buttons and
across the synapses to the receiving dendrites using a type of lock and key
system.

e The many different neurotransmitters work together to influence cognition,
memory, and behavior.

e Agonists are drugs that mimic the actions of neurotransmitters, whereas antagonists
are drugs that block the action of neurotransmitters.

Exercises and Critical Thinking

1. Draw a picture of a neuron and label its main parts.
2. Imagine an action that you engage in every day and explain how neurons and
neurotransmitters might work together to help you engage in that action.
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Videos

1. The electrochemical action of the neuron :
https://www.youtube.com/watch?v=0ZG8M _[dA1M

2. Journey through the neuron and synapse :
http://epsych.msstate.edu/biological/neuron/index.html (click "Next" for feedback)

The Brain

Learning Objectives

1. Describe the structures and functions of the oldest parts of the brain, including the brain
stem and cerebellum, and their influence on behavior.

Describe the location and functions of the thalamus, limbic system, and cerebrum.
Explain the hemispheric structure of the brain and the function of the corpus callosum.
Identify the location and functions of the four lobes and association areas.

Define Broca's and Wernickes’s areas.

Define the concepts of brain plasticity and neurogenesis.

Describe the research with split-brain patients and brain lateralization

SR e

If you were someone who understood brain anatomy and were to look at the brain of an animal
that you had never seen before, you would nevertheless be able to deduce the likely capacities of
the animal. This is because the brains of all animals are very similar in overall form. In each
animal, the brain is layered, and the basic structures of the brain are similar (see Figure 3.5). The
innermost structures of the brain; that is, the parts nearest the spinal cord, are the oldest part of
the brain, and these areas carry out the same the functions they did for our distant ancestors.
These regions regulate basic survival functions, such as breathing, moving, resting, and feeding,
and creates our experiences of emotion. Mammals, including humans, have developed further
brain layers that provide more advanced functions. For instance, better memory, more
sophisticated social interactions, and the ability to experience emotions are demonstrated.
Humans have a very large and highly developed cerebral cortex, or outer layer which makes us
particularly adept at these processes (see Figure 3.6).

Major Brain Structures

The Brain Stem: The brain stem is the oldest and innermost region of the brain and is wired
for survial. It is designed to control the most basic functions of life, including breathing,
attention, and motor responses (see Figure 3.7). The brain stem begins where the spinal cord
enters the skull and forms the medulla, the area of the brain stem that controls heart rate and
breathing. In many cases the medulla alone is sufficient to maintain life as animals that have the
remainder of their brains above the medulla severed are still able to eat, breathe and move.

71



https://www.youtube.com/watch?v=OZG8M_ldA1M
http://epsych.msstate.edu/biological/neuron/index.html

Figure 3.5
The Major Structures in the Human Brain

Spinal cord

The major brain parts are colored and labeled.

Source: Adapted from Camazine, S. (n.d.). Images of the brain. Medical, science, and nature
things Photography and digital imagery by Scott Camazine. Retrieved from
http://www.scottcamazine.com/photos/brain/pages/09MRIBrai n_jpg.htm.

Figure 3.6 Cerebral Cortex

Cerebral cortex

Corpus callosum

Cerebellum

Medulla

Humans have a very large and highly developed
outer brain layer known as the cerebral cortex. The
cortex provides humans with excellent memory,
outstanding cognitive skills, and the ability to
experience complex emotions.

Source: Adapted from Wikia Education. (n.d.). Cerebral cortex. Retrieved from
http://psychology.wikia.com/wiki/Cerebral_cortex.

Figure 3.7 The Brain Stem and the Thalamus
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pons, and the reticular formation.

The brain stem is an extension of the spinal cord, including the medulla, the
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The spherical shape above the medulla is the pons, a structure in the brain stem that is important
to sleep and arousal.

Running through the medulla and the pons is a long, narrow network of neurons known as the
reticular formation. The job of the reticular formation is to filter out some of the stimuli that are
coming into the brain from the spinal cord and to relay the remainder of the signals to other areas
of the brain. The reticular formation also plays important roles in reflexes, muscle tone, arousal,
and sleeping. When electrical stimulation is applied to the reticular formation of an animal, it
immediately becomes fully awake, and when the reticular formation is severed from the higher
brain regions, the animal falls into a deep coma.

Cerebellum: The cerebellum, literally, “little brain”, consists of two wrinkled ovals behind the
brain stem and its main function is to coordinate voluntry movement. People who have damage to
the cerebellum have difficulty walking, keeping their balance, and holding their hands steady.
Consuming alcohol influences the cerebellum, which is why people who are drunk have more
difficulty walking in a straight line. Also, the cerebellum contributes to emotional responses, helps
us discriminate between different sounds and textures, and is important in learning (Bower &
Parsons, 2003). Finally, the cerebellum is also used to coordinate thinking through connections to
the frontal and parietal cortex (O'Reilly, Beckmann, Tomassini, Ramnani, & Johansen-Berg,
2009).

Thalamus: Above the brain stem are other older parts of the brain that also are involved in the
processing of behavior and emotions. The thalamus is the egg-shaped structure above the brain
stem that applies still more filtering to the sensory information that is coming up from the spinal
cord and through the reticular formation, and it relays some of these remaining signals to the
appropriate areas of the cortex or higher brain levels (Sherman & Guillery, 2002). The thalamus
also receives some of the higher brain’s replies, forwarding them to the medulla and the
cerebellum. The thalamus is also important in sleep because it shuts off incoming signals from the
senses, allowing us to rest.

Limbic System: Whereas the primary function of the Figure 3.8 The Limbic System
brain stem is to regulate the most basic aspects of life,
including motor functions, the limbic system is a brain
region largely responsible for memory and emotions,
including our responses to reward and punishment.
The limbic system is located between the brain stem
and the two cerebral hemispheres. It includes the
amygdala, the hypothalamus, and the hippocampus (see
Figure 3.8).

The amygdala consists of two almond-shaped clusters
that is primarily responsible for regulating our
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perceptions of, and reactions to, aggression and fear.
The amygdala has connections to other bodily systems
related to fear, including the sympathetic nervous
system, which is important in fear responses, facial
responses, the processing of smells, and the release of
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neurotransmitters related to stress and aggression (Best, 2009). In one early study, Kliver and Bucy
(1939) damaged the amygdala of an aggressive rhesus monkey. They found that the once angry
animal immediately became passive and no longer responded to fearful situations with aggressive
behavior. Electrical stimulation of the amygdala in other animals also influences aggression. In
addition to helping us experience fear, the amygdala also helps us learn from situations that create
fear. When we experience events that are dangerous, the amygdala stimulates the brain to
remember the details of the situation so that we learn to avoid it in the future (Sigurdsson, Doyere,
Cain, & LeDoux, 2007).

Located just under the thalamus and just above the brain stem, the hypothalamus links the
nervous system to the endocrine system via the pituitary gland, and thus regulates body
temperature, hunger, thirst, and sex. It also responds to the satisfaction of these needs by creating
feelings of pleasure. Olds and Milner (1954) discovered these reward centers accidentally after they
had momentarily stimulated the hypothalamus of a rat. The researchers noticed that after being
stimulated, the rat continued to move to the exact spot in its cage where the stimulation had
occurred, as if it were trying to recreate the circumstances surrounding its original experience.
Upon further research into these reward centers, Olds (1958) discovered that animals would do
almost anything to re-create enjoyable stimulation, including crossing a painful electrified grid to
receive it. In one experiment a rat was given the opportunity to electrically stimulate its own
hypothalamus by pressing a pedal. The rat enjoyed the experience so much that it pressed the
pedal more than 7,000 times per hour until it collapsed from sheer exhaustion.

The hippocampus is important in forming and storing information in long-term memory and
consists of two horns that curve back from the amygdala. If the hippocampus is damaged, a person
cannot build new memories, living instead in a strange world where everything he or she
experiences just fades away, even while older memories from the time before the damage are
untouched.

Cerebrum: From an evolutionary perspective, the newest part of our brain is the cerebrum,
which consists of the cerebral cortex and the corpus callosum. The key to the advanced
intelligence of humans is not found in the size of our brains. What sets humans apart from other
animals is our larger cerebral cortex, which is the outer bark-like layer of our cerebrum that
allows us to so successfully use language, acquire complex skills, create tools, and live in social
groups (Gibson, 2002). In humans, the cerebral cortex is wrinkled and folded, rather than smooth
as it is in most other animals. This creates a much greater surface area and size, and allows
increased capacities for learning, remembering, and thinking. Although the cerebral cortex is
only about one tenth of an inch thick, it makes up more than 80% of the brain’s weight. The
cerebral cortex contains about 20 billion nerve cells and 300 trillion synaptic connections (de
Courten-Myers, 1999). The corpus callosum connects the two halves of the brain and supports
communication between the hemispheres.
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Figure 3.9 The Two Hemispheres
The brain is divided into two hemispheres (left and right), each of which has four lobes (temporal, frontal,
occipital, and parietal). Furthermore, there are specific cortical areas that control different processes.

The cerebral cortex is divided into two hemispheres, and each hemisphere is divided into four
lobes, each separated by folds known as fissures. If we look at the cortex starting at the front of the
brain and moving over the top (see Figure 3.9), we see the following:

e Frontal lobes: Located behind the forehead and responsible primarily for thinking,
planning, memory, and judgment.

e Parietal lobes: Located from the middle to the back of the skull, and responsible
primarily for processing information about touch and taste. These lobes also receive input
from vision, which helps us identify objects by touch and locate objects in space (Garrett,
2011).

e Occipital lobes: Located at the very back of the skull, and processes visual information.

e Temporal lobe: Located at the sides of the brain and responsible for hearing, language,
and integrating vision and audition.

Functions of the Cerbral Cortex

When the German physicists Gustav Fritsch and Eduard Hitzig (1870/2009) applied mild electric
stimulation to different parts of a dog’s cortex, they discovered that they could make different
parts of the dog’s body move. Furthermore, they discovered an important and unexpected principle
of brain activity. They found that stimulating the right side of the brain produced movement in the
left side of the dog’s body, and vice versa. This finding follows from a general principle about how
the brain is structured, called contralateral control, which means the brain is wired such that in
most cases the left hemisphere receives sensations from and controls the right side of the body, and
vice versa.

Fritsch and Hitzig also found that the movement that followed the brain stimulation only occurred
when they stimulated a specific arch-shaped region that runs across the top of the brain from ear to
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ear, just at the front of the parietal lobe (see Figure 3.10). Fritsch and Hitzig had discovered the
motor cortex, the part of the cortex that controls and executes movements of the body by sending
signals to the cerebellum and the spinal cord. The motor cortex is located in the frontal lobes.
Recent research has mapped the motor cortex even more fully, by providing mild electronic
stimulation to different areas of the motor cortex in fully conscious patients while observing their
bodily responses. Because the brain has no sensory receptors, these patients felt no pain. As you
can see in Figure 3.10, this research has revealed that the motor cortex is specialized for providing
control over the body, in the sense that the parts of the body that require more precise and finer
movements, such as the face and the hands, also are allotted the greatest amount of cortical space.

Figure 3.10 The Motor Cortex and the Sensory Cortex
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Just as the motor cortex sends out messages to the specific parts of the body, the somatosensory
cortex, located in the parietal lobe behind the primary motor cortex, receives information from the
skin’s sensory receptors (pain, warmth, cold, touch) and the senses that pertain to body postion
and movement. Again, the more sensitive the body region, the more area is dedicated to it in the
sensory cortex. Our sensitive lips, for example, occupy a large area in the sensory cortex, as do our
fingers and genitals.

Other areas of the cerebral cortex process other types of sensory information. The visual cortex is
the area located in the occipital lobe that processes visual information. If you were stimulated in
the visual cortex, you would see flashes of light or color, and perhaps you remember having had
the experience of “seeing stars” when you were hit in, or fell on, the back of your head. The
temporal lobe contains the auditory cortex, which is responsible for hearing and language. The
temporal lobe also processes some visual information, providing us with the ability to name the
objects around us (Martin, 2007).

As you can see in Figure 3.10, the motor and sensory areas of the cortex account for a relatively
small part of the total cortex. The remainder of the cortex is made up of association areas in which
sensory and motor information is combined and associated with our stored knowledge. These
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association areas are the places in the brain that are responsible for most of the things that make
human beings seem human. The association areas are involved in higher mental functions, such as
learning, thinking, planning, judging, moral reflecting, figuring, and spatial reasoning.

Broca's area in the left frontal lobe controls facial movements and the production of language.
Wernicke's area is located in the left temporal lobe and is responsible for understanding speech.
In a small percentage of people, who are usually left-handed, these structures are located on the
right side of the brain. Strokes or trauma to Broca's area or Wernicke' area can result in aphasia,
an impairment in the use of language. A patient with Broca's aphasia may be able to understand
words, but the individual lacks the ability to speak. Damage in Wernicke’s area produces
Wernicke’s aphasiam, which is difficulty with understanding speech.

Neuroplasticity and Neurogenesis

The control of some specific bodily functions, such as movement, vision, and hearing, is
performed in specified areas of the cortex, and if these areas are damaged, the individual will
likely lose the ability to perform the corresponding function. For instance, if an infant suffers
damage to facial recognition areas in the temporal lobe, it is likely that he or she will never be able
to recognize faces (Farah, Rabinowitz, Quinn, & Liu, 2000). On the other hand, the brain

is not divided up in an entirely rigid way. The brain’s neurons have a remarkable capacity to
reorganize and extend themselves to carry out particular functions in response to the needs of the
organism, and to repair damage. As a result, the brain constantly creates new neural
communication routes and rewires existing ones. Neuroplasticity refers to the brain’s ability to
change its structure and function in response to experience or damage. Neuroplasticity enables us
to learn and remember new things and adjust to new experiences.

Our brains are the most “plastic” when we are young children, as it is during this time that we

learn the most about our environment. On the other hand, neuroplasticity continues to be observed
even in adults (Kolb & Fantie, 1989). The principles of neuroplasticity help us understand how our
brains develop to reflect our experiences. For instance, accomplished musicians have a larger
auditory cortex compared with the general population (Bengtsson et al., 2005) and also require
less neural activity to move their fingers over the keys than do novices (Munte, Altenmdiller, &
Jancke, 2002). These observations reflect the changes in the brain that follow our experiences.

Plasticity is also observed when there is damage to the brain or to parts of the body that are
represented in the motor and sensory cortexes. When a tumor in the left hemisphere of the brain
impairs language, the right hemisphere will begin to compensate to help the person recover the
ability to speak (Thiel et al., 2006). If a person loses a finger, the area of the sensory cortex that
previously received information from the missing finger will begin to receive input from adjacent
fingers, causing the remaining digits to become more sensitive to touch (Fox, 1984).

Although neurons cannot repair or regenerate themselves as skin or blood vessels can, new
evidence suggests that the brain can engage in neurogenesis, the forming of new neurons (Van
Praag, Zhao, Gage, & Gazzaniga, 2004). These new neurons originate deep in the brain and may
then migrate to other brain areas where they form new connections with other neurons (Gould,
2007). This leaves open the possibility that someday scientists might be able to rebuild damaged
brains by creating drugs that help grow neurons.
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Research Focus Using Split-Brain Patients

We have seen that the left hemisphere of the brain primarily senses and controls the motor
movements on the right side of the body, and vice versa. This fact provides an interesting way to
study brain lateralization which means the left and the right hemispheres of the brain are
specialized to perform different functions. Gazzaniga, Bogen, and Sperry (1965) studied a
patient, known as W. J., who had undergone an operation to relieve severe seizures, and his
corpus callosum was severed. Because the left and right hemispheres were separated, each
hemisphere developed its own sensations, concepts, and motivations (Gazzaniga, 2005).

Gazzaniga and his colleagues tested the ability of W. J. to recognize and respond to objects and
written passages that were presented to only the left or only the right hemispheres (see Figure
3.11). The researchers had W. J. look straight ahead and then flashe a picture of a geometrical
shape to the left of where he was looking. By doing so, they assured that the image of the shape
was experienced only in the right hemisphere. Remember that sensory input from the left side of
the body is sent to the right side of the brain. Gazzaniga and his colleagues found that W. J.
identified what he had been shown when he was asked to pick the object from a series of shapes,
using his left hand, but he could not do this when the object was shown in the right visual field.
On the other hand, W. J. could easily read written material presented in the right visual field, and
thus experienced in the left hemisphere, but not when it was presented in the left visual field.

The information that is presented on the left side of our field of vision is transmitted to the right
hemisphere, and vice versa. In split-brain patients, the severed corpus callosum does not permit
information to be transferred between hemispheres. This allows researchers to learn about the
functions of each hemisphere. In the sample on the left, the split-brain patient could not choose
which image had been presented because the left hemisphere cannot process visual

information. In the sample on the right the patient could not read the passage because the right
brain hemisphere cannot process language.

Figure 3.11 Visual and Verbal Processing in the Split-Brain Patient

\ Sample text for the /
\ split-brain patient to
read. Text is presented
in this case in the left
visual field.
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This research, and many other studies following it, has demonstrated that the two hemispheres
specialize in different abilities. In most people the ability to speak, write, and understand
language is located in the left hemisphere. This is why W. J. could read passages that were
presented on the right side and thus transmitted to the left hemisphere, but could not read
passages that were only experienced in the right hemisphere. The left hemisphere is also better at
math and at judging time and rhythm. It is also superior in coordinating the order of complex
movements, such as the lip movements needed for speech. The right hemisphere has only very
limited verbal abilities, and yet it excels in perceptual skills. The right hemisphere is able to
recognize objects, including faces, patterns, and melodies, and it can put a puzzle together or
draw a picture. This is why W. J. could pick out the image when he saw it on the left, but not the
right, visual field.

Although Gazzaniga’s research demonstrated that the brain is in fact lateralized, this does not
mean that when people behave in a certain way or perform a certain activity they are only using
one hemisphere of their brains at a time. That would be drastically oversimplifying the concept
of brain differences. We normally use both hemispheres at the same time, and the difference
between the abilities of the two hemispheres is not absolute (Soroker et al., 2005).

Psychology in Everyday Life: Why Are Some People Left-Handed?

Across cultures and ethnic groups, about 90% of people are mainly right-handed, whereas only
10% are primarily left-handed (Peters, Reimers, & Manning, 2006). This fact is puzzling, in part
because the number of left-handers is so low, and in part because other animals, including our
closest primate relatives, do not show any type of handedness. The existence of right-handers
and left-handers provides an interesting example of the relationship among evolution, biology,
and social factors and how the same phenomenon can be understood at different levels of
analysis (Harris, 1990; McManus, 2002).

At least some handedness is determined by genetics. Ultrasound scans show that 9 out of 10
fetuses suck the thumb of their right hand, suggesting that usually the preference is determined
before birth (Hepper, Wells, & Lynch, 2005), and the mechanism of transmission has been
linked to a gene on the X chromosome (Jones & Martin, 2000).

Culture also plays a role. In the past, left-handed children were forced to write with their right
hands in many countries, and this practice continues, particularly in collectivistic cultures, such
as India and Japan, where left-handedness is viewed negatively as compared with
individualistic societies, such as the United States. For example, India has about half as many
left-handers as the United States (Ida & Mandal, 2003).

There are both advantages and disadvantages to being left-handed in a world where most people
are right-handed. One problem for lefties is that the world is designed for right-handers.
Automatic teller machines (ATMs), classroom desks, scissors, microscopes, drill presses, and
table saws are just some examples of everyday machinery that is designed with the most
important controls on the right side. This may explain in part why left-handers suffer somewhat
more accidents than do right-handers (Dutta & Mandal, 2006).
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Despite the potential difficulty living and working in a world designed for right-handers, there
seem to be some advantages to being left-handed. Throughout history, a number of prominent
artists have been left-handed, including Leonardo da Vinci, Michelangelo, Pablo Picasso, and
Max Escher. Because the right hemisphere is superior in imaging and visual abilities, there may
be some advantage to using the left hand for drawing or painting (Springer & Deutsch, 1998).
Left-handed people are also better at envisioning three-dimensional objects, which may explain
why there is such a high number of left-handed architects, artists, and chess players in proportion
to their numbers (Coren, 1992). However, there are also more left-handers among those with
reading disabilities, allergies, and migraine headaches (Geschwind & Behan, 2007), perhaps due
to the fact that a small minority of left-handers owe their handedness to a birth trauma, such as
being born prematurely (Betancur, Vélez, Cabanieu, & le Moal, 1990).

In sports in which handedness may matter, such as tennis, boxing, fencing, or judo, left-handers
may have an advantage. They play many games against right-handers and learn how to best

handle their styles. Right-handers, however, play very few games against left-handers, which may
make them more vulnerable. This explains why a disproportionately high number of left- handers
are found in sports where direct one-on-one action predominates. In other sports, such as golf,
there are fewer left-handed players because the handedness of one player has no effect on the
competition.

The fact that left-handers excel in some sports suggests the possibility that they may have also
had an evolutionary advantage because their ancestors may have been more successful in
important skills such as hand-to-hand combat (Bodmer & McKie, 1994). At this point, however,
this idea remains only a hypothesis, and determinants of human handedness are yet to be fully
understood.

Key Takeaways

e The oldest parts of the brain, including the brain stem and cerebellum, regulate basic
survival functions.

e The limbic system regulates feeding, emotions, sex, and memory.

e The cerebral cortex is divided into the right and left cerebral hemispheres and into
four lobes.

e The frontal lobe is primarily responsible for thinking, planning, memory, and
judgment. The parietal lobe is primarily responsible for bodily sensations and touch.
The temporal lobe is primarily responsible for hearing and language. The occipital
lobe is primarily responsible for vision. Other areas of the cortex act as association
areas, responsible for integrating information.

e The motor cortex controls voluntary movements. Body parts requiring the most
control and dexterity take up the most space in the motor cortex.

e The sensory cortex receives and processes bodily sensations. Body parts that are
the most sensitive occupy the greatest amount of space in the sensory cortex.

e The brain changes as a function of experience and potential damage in a process
known as neuroplasticity. The brain can generate new neurons through
neurogenesis.
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e The severing of the corpus callosum, which connects the two hemispheres, creates a
split-brain patient.

e Studies with split-brain patients as research participants have been used to
study brain lateralization.

e The left cerebral hemisphere is primarily responsible for language and speech in most
people, whereas the right hemisphere specializes in spatial and perceptual skills,
visualization, and the recognition of patterns, faces, and melodies.

Exercises and Critical Thinking
1. Imagine yourself going through a typical day. Which part of the brain will you rely on
for each activity? For the next 24 hours, ask yourself what part of the brain you are
using as you change behaviors.

2. Consider your own experiences and speculate on which parts of your brain might be
particularly well developed as a result of these experiences.

3. Which brain hemisphere are you likely to be using when you search for a fork in the
silverware drawer? Which brain hemisphere are you most likely to be using when you
struggle to remember the name of an old friend?

4. Do you think that encouraging left-handed children to use their right hands is a good
idea? Why or why not?

Videos

1. You can see a humorous reenactment of the split brain research at:
http://www.nobelprize.org/educational/medicine/split-brain/splitbrainexp.html

2. Take ajourney through the cerebral cortex at:
http://epsych.msstate.edu/biological/neuroanatomy/Part3/index.html

3. You can visualize the parts of the brain and manipulate a 3_D model at:
http://www.pbs.org/wnet/brain/3d/
Or at http://www.g2conline.org/ and select 3-D Brain

4. Neuroscientist Michael Merzenich discusses plasticity in the brain.
http://www.ted.com/talks/michael_merzenich_on_the elastic_brain.html

Psychologists Study the Brain Using Many Different Methods

Learning Objective

1. Compare and contrast the techniques that scientists use to view and understand
brain structures and functions.

One problem in understanding the brain is that it is difficult to get a good picture of what is going
on inside it. But there are a variety of empirical methods that allow scientists to look at brains in
action, and the number of possibilities has increased dramatically in recent years with the
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introduction of new neuroimaging techniques. In this section, we will consider the various
techniques that psychologists use to learn about the brain. Each of the different techniques has
some advantages, and when we put them together, we begin to get a relatively good picture of how
the brain functions and which brain structures control which activities.

Brain Lesions

The brains of living human beings may be damaged as a result of strokes, falls, automobile
accidents, gunshots, or tumors, and these brain damages are called lesions. In rare occasions, brain
lesions may be created intentionally through surgery, such as that designed to remove brain tumors
or to reduce the effects of epilepsy, as in split-brain patients. Psychologists also sometimes
intentionally create lesions in animals to study the effects on their behavior. In so doing, they hope
to be able to draw inferences about the likely functions of human brains from the effects of the
lesions in animals.

Lesions allow the scientist to observe any loss of brain function that may occur. For instance,

when an individual suffers a stroke, a blood clot deprives part of the brain of oxygen, killing the
neurons in the area and rendering that area unable to process information. In some cases, the result
of the stroke is a specific lack of ability. For instance, if the stroke influences the occipital lobe,
then vision may suffer, and if the stroke influences the areas associated with language or speech,
these functions will suffer. In fact, our earliest understanding of the specific areas involved in
speech and language were gained by studying patients who had experienced strokes.

It is now known that a good part of

Figure 3.12 our moral reasoning abilities is
Areas in the frontal lobe of Phineas located in the frontal lobe, and at
Gage were damaged when a metal rod least some of this understanding

blasted through it. Although Gage lived comes from lesion studies. For

through the accident, his personality, . .

emotions, and moral reasoning were Instance, c_onS|der the well-known
influenced. The accident helped case of Phineas Gage, a 25-year-old
scientists understand the role of the railroad worker who, as a result of
frontal lobe in these processes.  source: photo an explosion, had an iron rod

f Joh . low, . . -
b lenwikipedia orghwikyFile:Phinezs_gage.- driven into his cheek and out

Sl through the top of his skull (see
Figure 3.12), causing major

damage to his frontal lobe (Macmillan, 2000). Although remarkably Gage was able to return to
work after the wounds healed, he no longer seemed to be the same person to those who knew him.
The amiable, soft-spoken Gage had become irritable, rude, irresponsible, and dishonest. Although
there are questions about the interpretation of this case study (Kotowicz, 2007), it did provide
early evidence that the frontal lobe is involved in emotion and morality (Damasio et al., 2005).
Koenigs et al. (2007) also found that the frontal lobe is important in moral judgment.

Recording Electrical Activity in the Brain

In addition to lesion approaches, it is also possible to learn about the brain by studying the
electrical activity created by the firing of its neurons. One approach, primarily used with animals,
is to place detectors in the brain to study the responses of specific neurons. Research using these
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techniques has found, for instance, that there are specific neurons, known as feature detectors, in
the visual cortex that detect movement, lines and edges, and even faces (Kanwisher, 2000).

A less invasive approach, and one that can be used on living humans, is electroencephalography
(EEG), which is a technique that records the electrical activity produced by the brain’s neurons
through the use of electrodes that are placed around the research participant’s head. An EEG can
show if a person is asleep, awake, or anesthetized because the brain wave patterns are known to
differ during each state. EEGs can also track the waves that are produced when a person is
reading, writing, and speaking, and are useful for understanding brain abnormalities, such as
epilepsy. A particular advantage of EEG is that the participant can move around while the
recordings are being taken, which is useful when measuring brain activity in children who often
have difficulty keeping still. Furthermore, by following electrical impulses across the surface of
the brain, researchers can observe changes over very fast time periods.

Peeking Inside the Brain: Neuroimaging

Figure 3.13 Although the EEG can provide
A participant in an EEG information about the general patterns
study has a number of of electrical activity within the brain,
electrodes placed around and although the EEG allows the
the head, which allows the .
researcher to study the researcher to see these_changes quickly
activity of the person’s as they occur in real time, the
brain. The patterns of electrodes must be placed on the
electrical activity vary surface of the skull and each electrode
depending on the measures brain waves from large areas
?:glc$ﬁ2:hzfﬁgrgctsﬁstii of the brain. As a result, EEGs do not
il e Famly antr, Y o oregen slee[;ing or awake) and on provide a very clear picture of the
http://www.uoregon.edu/~cfc/projects-bbl.htm. the tasks the person iS Structure of the brain.

engaging in.

Looking inside the brain can also be accomplished with several techniques. Computerized Axial
Tomography (CT scan) uses an X-ray tube to encircle the head, and a cross sectional series of X-
rays are combined to produce a three-dimensional image of brain structures. In traditional
Magnetic Resonance Imaging (MRI), magnetic fields are used to differentiate between types of
tissue in the brain. These scans avoid exposing patients to harmful X-rays. Both CT scans and
MRIs produce only static images.

Positron Emission Tomography (PET) monitors the decay of a radioactive isotope which has
been injected into the patient. Rates of decay in different parts of the brain can show which areas
are more active. This allows the radiologist to see how the brain is functioning. PET scans are
often combined with MRIs or CT scans.

More precise techniques also exist which can provide specific information on structure and

function. Functional Magnetic Resonance Imaging (fMRI) is a type of brain scan that uses a

magnetic field to create images of brain activity in each brain area. The patient lies on a bed

within a large cylindrical structure containing a very strong magnet. Neurons that are firing use
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more oxygen, and the need for oxygen increases blood flow to the area. The fMRI detects the
amount of blood flow in each brain region, and thus is an indicator of neural activity.

Figure 3.14 fMRI Image

The fMRI creates brain images of brain
structure and activity. In this image the red and
yellow areas represent increased blood flow and
thus increased activity. From your knowledge
of brain structure, can you guess what this
person is doing?

Source: Photo courtesy of the National Institutes of Health,
http://commons.wikimedia.org/wiki/File:Face_recognition.jpg

Very clear and detailed pictures of brain structures
(see Figure 3.14) can be produced via fMRI. Often,
the images take the form of cross-sectional slices
that are obtained as the magnetic field is passed
across the brain. The images of these slices are taken
repeatedly and are superimposed on images of the
brain structure itself to show how activity changes in
different brain structures over time. When the
research participant is asked to engage in tasks
while in the scanner, for example, by playing a game
with another person, the images can show which
parts of the brain are associated with which types of
tasks. Another advantage of the fMRI is that is it
noninvasive. The research participant simply enters
the machine and the scans begin.

Although the scanners themselves are expensive, the
advantages of fMRIs are substantial, and they are
now available in many university and hospital
settings. fMRI is now the most commonly used
method of learning about brain structure.

There is still one more approach that is being more frequently implemented to understand brain
function, and although it is new, it may turn out to be the most useful of all. Transcranial
Magnetic Stimulation (TMS) is a procedure in which magnetic pulses are applied to the brain of
living persons with the goal of temporarily and safely deactivating a small brain region. In TMS
studies the research participant is first scanned in an fMRI machine to determine the exact location
of the brain area to be tested. Then the electrical stimulation is provided to the brain before or
while the participant is working on a cognitive task, and the effects of the stimulation on
performance are assessed. If the participant’s ability to perform the task is influenced by the
presence of the stimulation, then the researchers can conclude that this particular area of the brain

is important to carrying out the task.

The primary advantage of TMS is that it allows the researcher to draw causal conclusions about
the influence of brain structures on thoughts, feelings, and behaviors. When the TMS pulses are
applied, the brain region becomes less active, and this deactivation is expected to influence the
research participant’s responses. Current research has used TMS to study the brain areas
responsible for emotion and cognition and their roles in how people perceive intention and
approach moral reasoning (Kalbe et al., 2010; Van den Eynde et al., 2010; Young, Camprodon,
Hauser, Pascual-Leone, & Saxe, 2010). TMS is also used as a treatment for a variety of
psychological conditions, including migraine, Parkinson’s disease, and major depressive disorder.
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Research Focus: Cyberostracism

Neuroimaging techniques have important implications for understanding our behavior,
including our responses to those around us. Naomi Eisenberger and her colleagues (2003)
tested the hypothesis that people who were excluded by others would report emotional distress
and that images of their brains would show that they experienced pain in the same part of the
brain where physical pain is normally experienced. In the experiment, 13 participants were each
placed into an fMRI brain-imaging machine. The participants were told that they would be
playing a computer “Cyberball” game with two other players who were also in fMRI machines
The two opponents did not actually exist, and their responses were controlled by the computer.

Each of the participants was measured under three different conditions. In the first part of the
experiment, the participants were told that as a result of technical difficulties, the link to the other
two scanners could not yet be made, and thus at first they could not engage in, but only watch,
the game play. This allowed the researchers to take a baseline fMRI reading. Then, during a
second inclusion scan, the participants played the game, supposedly with the two other players.
During this time, the other players threw the ball to the participants. In the third, exclus